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Chapter 4    Nonlinear modeling ---- Neural Network Regression 

 

      4.1 Generic mapping  
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4.2 A feed-forward neural network  
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4.3 Optimization  

 

4.3.1 Newton’s method 

 

 Considering the relation  
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     4.3.2 Gradient descent method 
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      Fig. 2  The gradient descent approach starts from the parameters kw       
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  result in an inefficient zigzag path of decent (Fig. 4.2). 
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4.3 Practical coding of a NN model in Matlab 

 

     % if (16) is used, creating a network  

     net = newff(minmax(xtrain),[nhide,L],{'tansig','purelin'},’trainlm’); 

     % if (23) is used, creating a network  

     net = newff(minmax(xtrain),[nhide,L],{'tansig','purelin'},’trainbr’); 

     net.trainParam.epochs=100; % maximum number of iterations 

     net.trainParam.goal=1E-4;   %  min cost function value 

     [net,tr]=train(net, xtrain, ytrain);    

 
An example: 

 

Let us first write a small script to generate the data    

    

    a= rand(1,1000); 

    b=rand(1,1000); 

    c=rand(1,1000); 

    n=rand(1,1000)*0.05; 

    y=a*5+b.*c+7*c+n; 
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n is the noise, we added deliberately to make it more like a real data. The 

magnitude of the noise is 0.1 and is uniform noise. 

 

So our input is set of a, b and c and output is y. 

    

 I=[a; b; c]; 

 O=y; 

 S=[5,1]; 

 

 net = newff(minmax(I),S,{'tansig','purelin'},’trainlm’); 

 net.trainParam.epochs=100; 

 net.trainParam.goal=1E-4; 

 [net,tr]=train(net,I,O); 

 ytrain_nn=sim(net,I); 

 plot(y,’r’); 

 hold on 

 plot(ytrain_nn,’g’); 

 

 

Usually, a statistical model should be tested using independent dataset that  

are not used in the training process. For this purpose, we can divide the dataset  

into two periods, training and testing. For example, we use the first 500 

for training and the remaining for testing. As such, the coding can be modified 

as below: 

 

I_train=I(:,1:500); 

I_test=I(:,501:1000); 

O_train=O(1:500); 

S=[5,1]; 

net = newff(minmax(I_train),S,{'tansig','purelin'},’trainlm’); 

net.trainParam.epochs=100; 

net.trainParam.goal=1E-4; 

[net,tr]=train(net,I_train,O_train); 

ytrain_nn=sim(net,I_train); 

 ytest_nn=sim(net,I_test); 

 plot(O_train,’r’); 

 hold on 

 plot(ytrain_nn,’g’); 

 

figure(2) 
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plot(O(501:1000),’r’); 

hold on 

plot(ytest_nn,’g’); 

 

 

 


