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Abstract

During the last decade, there has been increased use of neural networks (NNs), fuzzy logic (FL) and genetic algorithms (GAs) in insurance-related applications. However, the focus often has been on a single technology heuristically adapted to a problem. While this approach has been productive, it may have been sub-optimal, in the sense that studies may have been constrained by the limitations of the technology and opportunities may have been missed to take advantage of the synergies between the technologies. For example, while NNs have the positive attributes of adaptation and learning, they have the negative attribute of a “black box” syndrome. By the same token, FL has the advantage of approximate reasoning but the disadvantage that it lacks an effective learning capability. Merging these technologies provides an opportunity to capitalize on their strengths and compensate for their shortcomings.

This article presents an overview of the merging of NNs, FL and GAs. The topics addressed include the advantages and disadvantages of each technology, the potential merging options, and the explicit nature of the merging.
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1. Introduction

During the last decade, there has been increased use of neural networks (NNs), fuzzy logic (FL) and genetic algorithms (GAs) in insurance-related applications (Shapiro (2001)). However, the focus often has been on a single technology heuristically adapted to a problem. Examples of this heuristic adaptation are found in the discussions by Brockett et al. (1997, pp. 1156–1157), regarding the number of units needed within a hidden layer of an NN and by Verrall and Yakoubow (1999, p. 192) regarding the number of clusters in a fuzzy clustering application. While this focus on a single technology has been productive, it may have been sub-optimal, in the sense that studies...
Advantages and disadvantages of the NNs, FL and GAs

<table>
<thead>
<tr>
<th>Technology</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNs</td>
<td>Adaptation, learning, approximation</td>
<td>Slow convergence speed, 'black box' data processing structure</td>
</tr>
<tr>
<td>FL</td>
<td>Approximate reasoning</td>
<td>Difficult to tune, lacks effective learning capability</td>
</tr>
<tr>
<td>GAs</td>
<td>Systematic random search, derivative-free optimization</td>
<td>Difficult to tune, no convergence criterion</td>
</tr>
</tbody>
</table>

may have been constrained by the limitations of the technology and opportunities may have been missed to take advantage of the synergies between the technologies. This is not a new concern, Bakheet (1995, p. 221), for one, in the conclusion of his NN-based risk assessment study, observed that fuzzy NNs should be an area for future research because of the linguistic nature of the attributes of the decision variables.

Table 1 and the discussion that follows highlight the advantages and disadvantages of each of the technologies and provide a brief description of each of them.

NN, first explored by Rosenblatt (1959) and Widrow and Hoff (1960), are computational structures with learning and generalization capabilities. Conceptually, they employ a distributive technique to store knowledge acquired by learning with known samples. Operationally, they use a training set of samples of input–output relationships and a learning algorithm, called backpropagation (BP), attributed to Werbos (1974), to formulate a supervised learning algorithm that performs local optimization. As indicated in Table 1, NNs have the advantages of adaptation, learning and approximation, but the disadvantages of a relatively slow convergence speed and the negative attribute of a “black box” syndrome.

FL, which was formulated by Zadeh (1965), gives a framework for approximate reasoning and allows qualitative knowledge about a problem to be translated into an executable rule set. This reasoning and rule-based approach are then used to respond to new inputs. As indicated in Table 1, FL has the advantage of approximate reasoning but the disadvantages that it is difficult to construct and tune the fuzzy membership functions (MFs) and rules, and it lacks an effective learning capability.

GAs were proposed by Holland (1975) as a way to perform a randomized global search in a solution space. In this space, a population of candidate solutions, each with an associated fitness value, are evaluated by a fitness function on the basis of their performance. Then, using genetic operations, the best candidates are used to evolve a new population that not only has more of the good solutions but better solutions as well. GAs have the advantages of systematic random search and derivative-free optimization, but they are difficult to tune and have no convergence criterion.

The common thread of these technologies is that they reflect one or more of the soft computing principles of exploiting a tolerance for imprecision, uncertainty, and partial truth to achieve tractability, robustness, and low solution cost. However, because of their individual limitations, their potential can only be realized by taking advantage of the synergy between them. Merging these technologies can capitalize on their strengths and compensate for their shortcomings.

1.1. The insurance literature

A number of insurance-related articles have implemented NNs, FL or GAs. This section provides a brief synopsis of these articles and discusses the extent to which two or more of these soft computing technologies have been merged in the studies.

Insurance-related articles that are NN-based have covered the topics of classification, cash flow models, insolvency, and mortality and morbidity studies.

---

5 While NNs, FL and GAs are only a subset of the soft computing technologies, they are regarded as the three principal components (Shukla, 2000, p. 406).

6 Engineers generally refer to this process as fusion. However, given the audience of this paper, the term “merging” seems more appropriate.

7 See Shapiro (2001) for a more detailed overview of these studies.

---
The classification articles include: Bakheet (1995), who used the feed-forward NN (FFNN) with BP as the pattern classification tool in construction bond underwriting; Vaughn et al. (1997), who used a multilayer perceptron network to classify applicants for life insurance into standard and non-standard risk; and Brockett et al. (1998), who used a Kohonen self-organizing feature map (SOFM) to uncover automobile bodily injury claims fraud in the insurance industry and an FFNN with BP to validate the feature map approach. An example of the cash flow model was the study by Lokmic and Smith (2000), who investigated the problem of forecasting when checks issued to retirees and beneficiaries will be presented for payment, in order to forecast daily cash flow requirements. There were a number of insolvency studies, including: Park (1993), who used an NN designed by a GA to predict the bankruptcy of insurance companies; Brockett et al. (1994), who used a three-layer FFNN with BP to develop an early warning system for US property-liability insurers 2 years prior to insolvency; Huang et al. (1994), who used an NN optimized with a GA to forecast financial distress in life insurers and Jang (1997) undertook a similar comparative analysis. The mortality and morbidity studies included: Tu (1993), who compared an NN and logistic regression model on the basis of their ability to predict length of stay in the intensive care unit following cardiac surgery; Saemundsson (1996), who used an NN to address problems related to dental care insurance; and Ismael (1999), who investigated the feasibility of using NN technology to reliably predict in-hospital complications and 30-day mortality for acute myocardial infarction patients.

There were five major insurance areas where FL has been implemented: underwriting, classification, pricing, assets and investments, and projected liabilities. The underwriting articles include: DeWit (1982), who was the first to use fuzzy theory to analyze the internal logic of the intuitive part of insurance underwriting; Lemaire (1990), whose underwriting focus was on the definition of a preferred policyholder in life insurance; and Young (1993), who used fuzzy sets to model the selection process in group health insurance; Erbach and Seah (1993), who discussed an early prototype life automated underwriter based on a mixture of fuzzy and other techniques and Horgby et al. (1997), who applied FL to medical underwriting of life insurance applicants. The classification articles include: Ebanks et al. (1992), who showed how measures of fuzziness can be used to classify life insurance risks; Ostaszewski (1993), who presented a detailed, yet simple, illustration of how fuzzy clustering can be used to classify four individuals; Cox (1995), who compared individual medical provider behavior to that of a peer group in order to isolate potential abuse in health insurance; Derrig and Ostaszewski (1995), who showed how fuzzy clustering can be used to classify insurance claims according to their suspected level of fraud; Hellman (1995), who used a fuzzy expert system to identify municipalities that were of average size and well managed, but whose insurance coverage was inadequate; and Verrall and Yakoubov (1999), who showed how fuzzy clustering could be used to specify a data-based procedure for investigating age groupings in general insurance. Articles on pricing included: Lemaire (1990), who discussed the computation of the fuzzy premium for an endorsement policy; Young (1996), who described how FL can be used to make pricing decisions in group health insurance; Young (1997), who described step-by-step how an actuary/decision maker could use FL to adjust workers compensation insurance rates; and Cummins and Derrig (1997), who addressed the financial pricing of property-liability insurance contracts. Asset and investment studies included the articles of Chang and Wang (1995), who developed fuzzy mathematical analogues of the classical immunization theory and the matching of assets and liabilities and Derrig and Ostaszewski (1997), who illustrated how FL can be used to estimate the effective tax rate and after-tax rate of return on the asset and liability portfolio of a property-liability insurance company. Articles which deal with projected liabilities and Derrig and Ostaszewski (1997), who addressed the issues of maritime collision prevention and liability.

Insurance applications of GAs have included classification, optimizing the competitiveness of an insurance product, and asset allocation. Examples of these
studies, other than those previously mentioned, include: Frick et al. (1996), who used GAs to generate stock buy and sell strategies based on the classification of difference price formations and Lee and Kim (1999), who used GAs to refine the classification system of Korean private passenger automobile insurance; Tan (1997), who examined profitability, risk, and competitiveness trade-offs; and Wendt (1995) and Jackson (1997) who investigated asset allocation, Wendt by comparing the portfolio efficient frontier of a GA to that of a sophisticated non-linear optimizer and Jackson by investigating the performance of a GA as a function of discontinuities in the search space.

For the most part, these insurance studies have not taken advantage of the synergy between the NN, FL and GA technologies. With the exceptions of Park (1993), Huang et al. (1994), Bakheet (1995) and Brockett et al. (1998), who explicitly mentioned using a GA to determine the architecture and/or parameters of their NN, none of the other NN studies mentioned FL or GAs. Only Zhao (1996), who integrated NNs and FL, merged FL and the other SC technologies. None of the articles in the GA section mentioned NNs or FL.

1.2. The purpose of this paper

A plausible explanation of why most of the foregoing insurance studies have not merged the technologies, or even mentioned the possibility of doing so, is that the authors were not sufficiently familiar with the merging opportunities. Assuming this to be the case, and that it is a continuing problem, the purpose of this paper is to help alleviate this situation by presenting an overview of the merging of NNs, FL and GAs. The subjects addressed include the advantages and disadvantages of each technology, the potential merging options, and the explicit nature of the merging.

The context of this article can be envisioned as the intersections of the NN, FL and GA sets in Fig. 1. The specific topics will include: NNs controlled by FL, NNs generated by GAs, fuzzy inference systems (FISs) tuned by GAs, NNs controlled by FL, and the merging of all three technologies. The paper concludes with a commentary on the prognosis for these hybrids.

![Fig. 1. The intersections of NNs, FL and GAs.](image)

2. NNs controlled by FL

The system where NNs are controlled by FL is referred to as fuzzy NNs. Its history can be traced back to at least the mid-1970s, when Lee and Lee (1974, 1975) introduced MFs to the McCulloch and Pitts (1943) model. Since then, FL has been applied to many of the components and parameters of NNs, including the inputs, weights, learning rate and momentum coefficients. This section presents an overview of these methodologies.

2.1. Inputs and weights

To begin, consider the neural processing unit, which is the core of the NN, an example of which is shown in Fig. 2. As indicated, the inputs (signals) to the neuron, \( x_j \), are multiplied by their respective weights, \( w_j \), and aggregated. The weight \( w_0 \) serves the same function as the intercept in a regression formula. The weighted sum is then passed through an activation function, \( F \), to produce the output of the unit. The activation function often takes the form of the logistic function 

\[
F(z) = \left(1 + e^{-z}\right)^{-1}
\]

where \( z = \sum w_j x_j \), as shown in the figure, but other functions may be used.\(^9\)

Following Buckley and Hayashi (1994a, p. 234), we adopt the convention that in order for an NN to be a fuzzy NN (FNN), the signal and/or the weights must be fuzzy sets. This leads to their three possibilities:


\(^9\) Typically, a sigmoidal (S-shaped) function is used.
FNN1 is an FNN with real inputs but fuzzy weights. FNN2 is an FNN with fuzzy inputs but real weights. FNN3 is an FNN with fuzzy inputs and fuzzy weights.

Moreover, they called an FNN a regular FNN if its neural processing units use multiplication, addition and a logistic activation function, as depicted in Fig. 2, in contrast to a hybrid FNN, which uses operations like a t-norm\(^{10}\), t-conorm, or some other continuous procedure, to combine the incoming signals and weights and to aggregate their products. This distinction is important because a regular FNN that uses fuzzy arithmetic based on Zadeh’s extension principle is not a universal approximator\(^{11}\) while a hybrid FNN is (Buckley and Hayashi, 1994b; Fuller, 1995).

An example of the implementation of FNN1 is the approach envisioned by Yamakawa (1990), Yamakawa and Furukawa (1992), Yamakawa and Tomoda (1989) and Yamakawa et al. (1992), which can be characterized as shown in Fig. 3.

Here, for each input, \(x_i\), instead of a single weight, \(w_i\), the neuron has an array of weights \(\{ w_{ij} : j = 1, m \}\), each of which is associated with a triangular fuzzy number, \(\mu_{ij}\). Since, for any given \(x_i\), only two adjacent MFs are non-zero, the input to the neuron associated with each \(x_i\) is the weighted average of the two adjacent weights (Buckley and Hayashi, 1994a, p. 235), i.e.

\[ \mu_{ij} w_{ij} + \mu_{i,j+1} w_{ij+1} \]

and the total input is the sum of these. In the Yamakawa studies, learning was accomplished by updating the weights using a heuristic rule.

Considering the simple three-layer FFNN shown in Fig. 4 easily extends the analysis.

The first layer, the input layer, has three neurons (labeled \(n_{0j}, j = 0, 1, 2\)), the second layer, the hidden processing layer, has three neurons (labeled \(n_{1j}, j = 0, 1, 2\)), and the third layer, the output layer, has one neuron (labeled \(n_{21}\)). There are two inputs signals, \(x_1\) and \(x_2\). The neurons are connected by the weights \(w_{ijk}\), where the subscripts \(i, j,\) and \(k\) refer to the \(i\)th layer, the \(j\)th node of the \(i\)th layer, and the \(k\)th node of the \((i+1)\)th layer, respectively. Thus, e.g., \(w_{121}\) is the weight connecting node 2 of the input layer (layer 0) to node 1 of the hidden layer (layer 1).

FNN2 was explored early on by Ishibuchi et al. (1992a,b), who envisioned both the inputs, \(\bar{x}_i\) (where the bar indicates a fuzzy value), and the output, \(\bar{y}\), as fuzzy numbers.
within the context of an NN along the lines of Fig. 4. Their procedure, generally speaking, was to view the $j$th training instance as the paired fuzzy input and target numbers ($\bar{X}_j, \bar{T}_j$), where $\bar{X}_j = (\bar{x}_{1j}, \ldots, \bar{x}_{nj})$, and to use interval arithmetic\(^{12}\) to compute the error to be minimized. They then updated the weights using a modified version of the delta rule.\(^ {13}\)

Finally, a simple version of FNN 3 can be envisioned as depicted in Fig. 5. As previously, the $j$th training instance is the paired fuzzy numbers ($\bar{X}_j, \bar{T}_j$). If universal approximation is not an issue, standard fuzzy arithmetic can be used for the input to the neuron and the extension principle\(^ {14}\) can be applied to the activation function. For computations of the error involving fuzzy subtraction, the stopping rule could be to end the iterations when the error falls within an acceptable interval about zero. The learning algorithm could then be based on a fuzzified delta rule.\(^ {15}\) Of course, the potential applications for FNN 3 is limited if the methodology is restricted to regular FNNs. Buckley and Hayashi (1994a, pp. 240–242) provide an example of a hybrid FNN.

The subsequent literature in this area generally focused on specifying modeling capabilities of FNNs and changes in the architecture and/or internal operations so that the FNNs become universal approximators. Two examples of recent studies of the implementation problems inherent in these systems are Feuring et al. (1998), who discuss a BP-based method for adjusting the weights, and Jiao et al. (1999), who focus on problems involving a crisp input and a fuzzy target.

2.2. Learning rates and momentum coefficients

In addition to its role in modifying the inputs and weights of an NN, FL can be used to monitor and control the parameters of the NN. Consider the formula for the change in the weights

$$\Delta w(t) = -\eta \nabla E[w(t)] + \alpha \Delta w(t-1)$$

where $\Delta w(t)$ denotes the change in the weight, $\eta$ denotes the learning rate, $E[w(t)]$ denotes the error function during the $t$th iteration, $\nabla E$ denotes the gradient of $E$ in weight space, and $\alpha$ the momentum coefficient.

Following Kuo et al. (1993) and Bonissone (1998), we can modify the learning rate and the momentum coefficient by incorporating MFs derived from the total training error and the change in error between two successive iterations ($\Delta$Error). In the case of the former, the universe of discourse may be small, medium and big, while the latter may represent negative, zero and positive. An example of the matrix of fuzzy rules could be as shown in Table 2.\(^ {16}\)

---

\(^{12}\) Interval arithmetic is an arithmetic defined on sets of intervals, rather than sets of real numbers. See Babad and Berliner (1995) for a discussion of interval arithmetic in an insurance context.

\(^{13}\) See Ishibuchi et al. (1992a, pp. 1299–1300). The delta rule is also known as the gradient (or steepest) decent method.

\(^{14}\) The extension principle allows non-fuzzy arithmetic operations to be extended to incorporate fuzzy sets and fuzzy numbers. See Zimmermann (1996, Chapter 5).

\(^{15}\) A three-layered network with fuzzified delta rules is discussed in Hayashi et al. (1992, 1993).

\(^{16}\) Adopted from Bonissone (1998), Table 1.
### Table 2
Fuzzy rule table for learning rate ($\eta$) and momentum ($\alpha$)

<table>
<thead>
<tr>
<th>$\Delta$Error</th>
<th>Delta1</th>
<th>Delta2</th>
<th>Error</th>
<th>Training error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative</td>
<td>Very small increase</td>
<td>Very small increase</td>
<td>Small increase</td>
<td></td>
</tr>
<tr>
<td>Zero</td>
<td>No change</td>
<td>No change</td>
<td>Small increase</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>Small decrease</td>
<td>Medium decrease</td>
<td>Large decrease</td>
<td></td>
</tr>
</tbody>
</table>

Even with such simple fuzzy rules, the training time will be reduced significantly (Bonissone, 1998, p. 66). A similar procedure can be used to monitor and control the steepness parameter\(^{17}\) of the activation function, except that $\Delta$Error might be replaced by training time, partitioned into short, medium and long.

Given the foregoing fuzzy rule table, the neural-fuzzy model might be designed along the lines shown in Fig. 6.

In this representation, the whole system is composed of two parts, the NN component\(^{18}\) and the fuzzy system. Given the initialization and the input and target values, the NN computes the component values of the hidden layer and its estimate of the output values. It then evaluates its performance and if the output is not sufficiently close to the target value, it passes the error and the change in the error to the fuzzy system. The fuzzy system adaptively determines the necessary changes in the learning rate and momentum in accordance with the fuzzy rules of Table 2. Since the fuzzy system in this version of the model used the Mamdani approach (see the processor section of Fig. 8), the conclusions of the inference engine are defuzzified to convert them to a crisp form, which is used to adjust the learning and momentum rates if necessary. BP is then used to adjust the weight matrix and the process continues.\(^{19}\)

### 3. NNs generated by GAs

Since Montana and Davis (1989) first proposed the use of GAs to train an FFNN with a given topology,\(^{19}\) in the system envisioned in Fig. 6, the NN uses backpropagation to update the weights. However, the weight matrix could have been updated based on the information from the fuzzy system (Thammano, 1999).
a number of ways that GAs can be used to improve the performance of NNs have been identified. Options include: developing the architecture, including the number of hidden layers, nodes within the layers, and connectivity; optimizing the weights for a given architecture, thus replacing BP; and selecting the parameters of the NN, such as the learning rate and momentum coefficient (Trafalis, 1997, p. 409; Bonissone, 1999, p. 7; Yao, 1999). There is, of course, the issue that GAs are not designed to be ergodic and cover the space in the most efficient manner, but this is more than offset by the efficiency gain resulting from the parallelization capability (Bonissone, 1998, p. 68).

The general procedure for implementing GAs in these fashions is exemplified by the insurance company bankruptcy study conducted by Park (1993). An interesting portion of Park’s study was his explicit discussion of the use of a GA to suggest the optimal structure for the NN. The basic strategy is depicted in Fig. 7, which shows the eight digits generated by the GA: the first three digits are used to set the number of hidden units, the next three digits set the learning rate, and the last two digits determine the momentum.

In Park’s study, the values associated with the binary chromosome were as show in Table 3. Thus, e.g., if the generated binary digits are (00100100), the number of hidden units is 3, the learning rate is 0.3 and the momentum is 0.1.

The implementation is straightforward. A solution of the GA population, such as (00100100), is used to construct a network, which is then trained by the BP method using a training set of observations. The network is then tested with a test set of observations and its output is used to determine its fitness. In this hybrid, the fitness function often takes the form \((\text{MSE} + c)^{-1}\), where MSE denotes mean square (output) error and \(c\) is a small positive number used to avoid arithmetic overflows. This process is repeated for each solution in the GA population.

It is common for studies involving NNs to use BP as the tuning algorithm. While this is an efficient approach where the error surface is convex, it can be problematic where the surface is multimodal because the method may get trapped in a sub-optimal local minimum. This problem can be circumvented by repeated searches with different initial conditions or by perturbing the weights when the search seems stagnated, but a more robust approach would be to use a global search method like GAs.

Of course, GAs are not without their shortcomings. While they are very effective at global searches, and can quickly isolate a global minimum, they may be inefficient at actually finding that minimum. This issue can be addressed with a hybrid approach like that of Kitano (1990), whereby the GA is used to isolate the global minimum after which BP is used for the local search. Alternatively, the GA could simply be used to free the BP in the event that it gets stuck in a local minimum (McInerney and Dhawan (1993)). Finally, it is worth noting that Bakheet (1995, pp. 114–115) preferred to optimize the NN structure heuristically rather than use the structure suggested by a built-in genetic optimizer, because he felt he could produce a better solution.

Table 3  
Values associated with the chromosome

<table>
<thead>
<tr>
<th>First 3 digits</th>
<th>000</th>
<th>001</th>
<th>010</th>
<th>011</th>
<th>100</th>
<th>101</th>
<th>110</th>
<th>111</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden cells</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Second 3 digits</td>
<td>000</td>
<td>001</td>
<td>010</td>
<td>011</td>
<td>100</td>
<td>101</td>
<td>110</td>
<td>111</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
<td>0.7</td>
<td>0.9</td>
<td>1.0</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td>Last 2 digits</td>
<td>00</td>
<td>01</td>
<td>10</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Momentum</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7. The genetic code.

20 According to Trafalis (1997, p. 409), most researchers use GAs as supportive combinations to assist NNs.
4. FISs tuned by GAs

The fuzzy inference system, FIS\textsuperscript{21}, is a popular methodology for implementing FL. The essence of the system can be represented as shown in Fig. 8.

As indicated in the figure, the FIS can be envisioned as involving a knowledge base and a processing stage. The knowledge base provides MFs and fuzzy rules needed for the process. In the processing stage, numerical crisp variables are the input of the system.\textsuperscript{22} These variables are passed through a fuzzification stage where they are transformed to linguistic variables, which become the fuzzy input for the inference engine. This fuzzy input is transformed by the rules of the inference engine to fuzzy output. The linguistic results are then changed by a defuzzification stage into numerical values that become the output of the system.

GAs tune fuzzy systems either by adapting the fuzzy MFs and/or by facilitating the learning of the fuzzy if-then rules. The advantage of the GAs is that they use simple operations to provide robust methods for the designing and automatic tuning of fuzzy system parameters.

Following Jang et al. (1997, p. 485), the hierarchical structure of the input and output portion of a GA that tunes an FIS can be conceptualized\textsuperscript{23} as shown in Fig. 9.

Interpreting the figure from the top to the bottom, the GA is based on a population of FISs. Each FIS has inputs and outputs, the fuzzy portions of which are represented by MFs. Here, the MFs are portrayed as trapezoids, since they have four parameters, but they could also be portrayed as triangular or Guassian.\textsuperscript{24} Finally, a unit of eight bits called a gene represents each parameter.

In addition to the input and output portions of the chromosome, there will be a rule base substring and a rule consequence substring, representations of which are shown in Fig. 10.\textsuperscript{25}

In the figure, the \( x_i, i = 1, \ldots, N \), and \( y \) are the input and output variables, respectively, and \( M \) is the number of rules. The rule base substring, the first substring, which is composed of integer values, encodes the structure of each rule and assigns a unique number to each MF. A zero implies that the input variable is not involved in the rule. The rule consequence substring has a similar interpretation, except that a zero implies that the rule is deleted from the FIS rule base. The inclusion of the option to use zeros allows both

\textsuperscript{21} FISs are also known as fuzzy rule-based systems, fuzzy expert systems, fuzzy models, fuzzy associative memories (FAMs), or fuzzy logic controllers when used as controllers (Jang et al., 1997, p. 73).

\textsuperscript{22} The numerical input can be crisp or fuzzy. In this latter event, the input does not have to be fuzzified.

\textsuperscript{23} This simple conceptualization needs to be refined in practice because of implementation issues related to the specifics of crossover and mutation operations and structural level adaptations. See Jang et al. (1997, pp. 484–485).

\textsuperscript{24} Gaussian MFs are represented by bell-shaped functions of the form \( \exp\left(-\left(x - c\right)/\left(2w^2\right)\right) \), where \( c \) is the center, is the value in the domain around which the curve is built and \( w \) is the width parameter.

\textsuperscript{25} Adapted from Fig. 1 of Liska and Melsheimer (1994, p. 1379) and their discussion.
the number of input variables involved in each rule
and the number of rules to change dynamically during
the GA search, giving added flexibility.

Before proceeding we need to define some of the
terms endemic to the area, such as scaling factor,
termset and ruleset: the scaling factor determines the
ranges of values for the state and output variables;
the termset defines the MF associated with the val-
ues taken by each state and output variable,26 and the
ruleset characterizes a syntactic mapping from a state
to an output. The structure of the underlying model is
the ruleset, while the model parameters are the scaling
factors and termsets (Bonissone et al., 1999, p. 4).

A basic approach to tuning FIS by GAs is to use
GAs to learn fuzzy set MFs only, with a fixed set
of rules set by hand. This was the approach of Karr
(1991a,b, 1993), who used GAs to modify the MFs
in the termsets of the variables. Following a proce-
dure similar to that mentioned above, he used a binary
encoding to represent the parameters defining a mem-
bbership value in each termset and then concatenated
the termsets to produce the binary chromosome.

A commonly referenced study is Lee and Takagi
(1993b) who tuned both the rule base and the termsets.
In their case, they assumed triangular MFs and used
a binary encoding for the associated three-tuples. Fol-
lowing the Takagi–Sugeno–Kang (TSK) rule, under
which a first-order polynomial, defined on the state
space, is the output of each rule in the ruleset (see the
next section), the chromosomes were constructed by
concatenating the membership distributions with the
polynomial coefficients.

5. FISs tuned by an NN

Ever since Lee and Lee (1974) first proposed merg-
ing FL and NNs using the paradigm of a multi-input
multi-output NN, there has been considerable interest
in the concept. Many have simply propagated some vari-
ation of the original paradigm under the premise that a
fuzzy neural system is little more than a multi-layered
FFNN.27 Others, however, have interpreted the pro-
cess as involving fuzzy reasoning and inference facil-
itated by a connectionist network.

The most common approaches (He et al., 1999,
p. 52) have been where the NNs tune the MFs, given a
defined set of rules, and where the NNs are designed
to autonomously generate the rules. The ANFIS

26 For example, the termset of the training error in Table 2 is
small, medium and large.
The ANFIS is the TSK FIS (Takagi and Sugeno (1983, 1985)) in which the conclusion of the fuzzy rule is a weighted linear combination of the crisp inputs rather than a fuzzy set. For a first-order TSK model (Jang et al., 1997, p. 336), a common rule set with \( n \) fuzzy if-then rules is:

\[
\text{If } x \text{ is } A_i \text{ and } y \text{ is } B_i, \text{ then } f_i = p_i x + q_i y + r_i,
\]

where \( x \) and \( y \) are linguistic input variables, \( A_i \) and \( B_i \) are the corresponding fuzzy sets, \( f_i \) is the output of each rule, and \( p_i, q_i, \) and \( r_i \) are linear parameters. A simple two-input one-output representation is depicted in Fig. 11.

Operationally, the first step is to find the membership grades of the IF parts of the rules, which, in the figure, are represented by the heights of the dashed lines. Then, since the pre-conditions in the IF parts are connected by AND, the firing strength of each rule is found using multiplication. For example, the firing strength for rule 1, \( w_1 \), is the product of the heights of the top two dashed lines. Given, \( w_1 \) and \( w_2 \), the overall output is computed as a weighted average.

As noted by Jang (1993), this is functionally equivalent to the ANFIS depicted in Fig. 12.

In the figure, the square nodes are adaptive nodes and have parameters while the circle nodes are fixed nodes and do not. Also, the links only indicate the flow direction of signals between the nodes, there are no weights associated with the links, unlike a regular NN. The five layers may be characterized as follows:

- Layer 1, labeled as "premise parameters\(^{28}\), has adaptive nodes, where the \( A_i \)'s and \( B_i \)'s are linguistic labels (such as "low" or "high"). The output of the layer is the membership grade that specifies the degree to which the inputs satisfy the quantifiers.
- Layer 2, the fixed nodes of which are denoted \( \Pi \), multiplies the incoming signals and sends the product out. Any t-norm operator that performs generalized AND can be used as a node function in this layer.
- Layer 3 is a fixed node, denoted \( N \) for normalization, which calculates the relative weight of the \( i \)th rule's firing strength. Outputs of this layer are called normalized firing strengths and take the value \( w_i / \sum w_j \).
- Layer 4, labeled "consequence parameters\(^{29}\), applies the first-order TSK fuzzy if-then rules to the output of layer 3. The output of node \( i \) of this layer is \( f_i w_i / \sum w_j \).

\(^{28}\) The premise also is referred to as the conditional or left-hand side of a rule.

\(^{29}\) The consequence also is referred to as the action or right-hand side of a rule.
Layer 5 is a single fixed node, denoted $\sum$ that computes the overall output as the summation of all incoming signals and is equal to $\sum f_i w_i / \sum w_j$.

Bonissone (1999) characterizes Jang’s approach as a “two-stroke” optimization process. During the forward stroke the termsets of the first layer equal their previous iteration value while the coefficients of the fourth layer are computed using a least mean square method. Then, ANFIS computes an output, which, when compared with the related training set value, gives the error. The error gradient information is then used in the backward stroke to modify the fuzzy partitions of the first layer. This process is continued until convergence is attained.

A number of studies have extended the basic ANFIS model or a variation of it. Examples include: Mizutani (1997), who extended the single output ANFIS model to a multiple-output ANFIS with non-linear fuzzy rules; Juang and Lin (1998), who developed a self-constructing neural fuzzy inference network that was inherently a modified TSK-type fuzzy rule-based model possessing NN learning ability; and Abdelrahim and Yamagi (2001), who use principal component methodology to uncorrelate and remove redundancy from the input space or the ANFIS. An interesting overview can be found in Abraham and Nath (2000).

6. GAs controlled by FL

A major limitation of GAs is their potential for premature convergence to an inferior solution (Herrera and Lozano, 1996). Essentially, GAs are very efficient during the global search in the solution space but tend to bog down when the search becomes localized. The original attempts to overcome this problem were based on intuition and experience and while a number of strategies for choosing the GA parameters evolved (Pearl, 1988; Kim and Pearl, 1983), they invariably required the parameters to be computed off-line and to be kept static during the algorithm’s evolution. What was needed was an adaptive approach.

60 Principal component analysis is a methodology for finding the structure of a cluster located in multidimensional space. Conceptually, it is equivalent to choosing that rotation of the cluster which best depicts its underlying structure.

FL was a natural candidate for resolving this problem because it provides a vehicle for easily translating qualitative knowledge about the problem to be solved into an executable rule set. In the case at hand, FL can be used to provide dynamic control of GA resources (such as population size, selection pressure, and probabilities of crossover and mutation) during the transition from the global search to the local search, and thereby improve the algorithms’ performance.

Lee and Takagi (1993a) exemplify the process of run-time tuning when they discuss the use of a fuzzy system which uses the three input variables shown in Fig. 13 to determine the current state of the GA evolution and to produce the three output variables. They also imposed a relative change limitation on the output variables, which could not change by more than half the current setting, and boundary conditions.31

Thus, e.g., as far as the population is concerned, a typical fuzzy control scheme may include rules such as:

If (average fitness/best fitness) is large,
then population size should increase,
and
If (worse fitness/average fitness) is small,
then population size should decrease.

These could be implemented using a matrix of fuzzy rules along the lines of Table 2.

7. Neuro-fuzzy-genetic systems

Given the foregoing discussions, it is not surprising that methodologies have evolved for merging all three of the NNs, FL and GAs technologies. Of course,
the added complexity causes new layers of problems. Some of these problems are obvious: there will be an increased number of parameters that need to be tuned and an increase in the time needed to learn rules. The focus in the resolution of these types of issues will be on more efficient searches and more dynamic routines. For example, Gaussian MFs, since they have only two parameters, rather than three (triangular) or four (trapezoidal), can be used to develop more efficient search strings, and dynamic crossover and mutation probability rates can be incorporated. Others problems may only be obvious in retrospect: the augmented design stages may not be independent or if the new design involves a restricted search space, it may be more likely to result in partial or sub-optimal solutions. Here, among other things, simultaneous optimization may have to be implemented.

Recent examples of studies that have merged all three of the NNs, FL and GAs technologies are: Seng et al. (1999), who proposed a neuro-fuzzy controller based on the Gaussian type radial basis functions NN, where all of its parameters were simultaneously tuned by a GA; Duarte and Tomé (2000), who developed a fuzzy adaptive learning control network, in which GAs are used to find the connections between layers of the NN and the parameter values of the nodes; Kuo et al. (2001), who developed a GA-based FNN (GFNN) whereby the GA is used first to obtain a “rough” solution and avoid local minima, and then the FNN is used to fine-tune the results and Huang et al. (2001), who developed an integrated neural-fuzzy-genetic-algorithm, where the NNs were used to generate fuzzy rules and MFs and the GAs were used to optimize the defuzzification operator parameters.

8. Conclusions

The purpose of this study has been to explore ways in which the synergy between NNs, FL and GAs has been exploited and to survey some of the successful combinations that have lead to the development of hybrid systems. Table 4 summarizes the types of merging the paper discussed.

As indicated, with the exception of NN modifying GAs, there was a discussion of each of the technologies modifying each of the other technologies.

We saw how merging the technologies provided an alternative to a strictly knowledge-driven reasoning system or a purely data-driven one and learned that the merged techniques can provide a more accurate and robust solution than can be derived from any single technique. Moreover, there is relatively little redundancy because typically the methods do not try to solve the same problem in parallel but they do it in a mutually complementary fashion.

The NN-based insurance studies reviewed in the introduction suggest avenues to explore that involve the synergies between the technologies. One enhancement would be the use of fuzzy signals and/or weights. Many of the studies used linguistic-type input variables characterized by crisp MFs and they could be extended using the fuzzy NNs of Buckley and Hayashi (1994a). Another enhancement opportunity follows from the observation that, while some researchers used GAs to choose NN parameters, such as the learning rate and momentum coefficient, their approach was static. It would be interesting to compare their results with those obtained using a dynamic fuzzy rules approach, along the lines of Bonissone (1998).

Only one of the FL-based insurance studies reviewed in the introduction took advantage of the synergies between FL and the other SC technologies so there is ample opportunity to extend the studies.

<table>
<thead>
<tr>
<th>Modified by</th>
<th>NN</th>
<th>FL</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>Y</td>
<td>Y</td>
<td>–</td>
</tr>
<tr>
<td>FL</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>GA</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
</tbody>
</table>

32 The Radial Basis Function NN is a faster alternative to the NN with BP. The essential features of the network is that it consists of three layers, an input layer, a single hidden layer and an output layer, and training takes place in two stages, where the first stage detects clusters in the input data and second stage determines the optimal weights for the output layer. See Bishop (1995, Chapter 5) and Ham and Kostanic (2001, Section 3.6).

33 This is not to say there are no examples of NN modifying GAs, but, rather, that few such articles were found. Kassicieh et al. (1998), e.g., investigated the use of a NN to transform an economic series before a GA processed the series.
One possibility would be to use GAs to tune the fuzzy systems either by adapting the fuzzy MFs and/or by facilitating the learning of the fuzzy if-then rules. Following Karr (1993), GAs could be used to learn fuzzy set MFs only, with a fixed set of rules set by hand, or in the manner of Liska and Melsheimer (1994), the entire process could be automated. Another area worth exploring is the use of NNs to tune the FISs. The methodology to consider in this regard is the ANFIS of Jang (1993) or one of its derivatives.

In addition to the foregoing opportunities to merge GAs with the other SC technologies, another important topic is the tendency of GAs to converge to inferior solutions. It would be interesting to investigate whether a methodology like Lee and Takagi (1993a) could improve the results of the GA-based insurance studies.

Many actuarial and insurance problems involve imprecision, uncertainty and partial truths. Since NNs, FL and GAs can help resolve these issues, more researchers are beginning to implement them. As we improve our understanding of the strengths and weaknesses of these technologies and improve the manner by which we leverage their best features, it seems inevitable that they will become an increasingly more important component of actuarial methodology.
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