
UNBC cpsc 370 Syllabus Fall 2005

Functional and Logic Programming
Prerequisites: A grade of C− or better in cpsc 142, and cpsc 281; or permission of instructor.

Web-page: http://web.unbc.ca/~casper/Courses/2005-370.html

Instructor: Dr. David Casperson; Office: Library 471; Phone: 960-6672; Departmental Adminis-
trative Assistant: Diane Mikkelsen; DAA’s Phone: 960-6490; e-mail: casper@unbc.ca .

Lecture times: MWF 15:30–16:20. Room: 5-
124. There are no assigned lab or tutorial
times.

Office Hours: As posted on my door, or by ar-
rangement.

Text Books: None are required. [8] is recom-
mended for Sml.

References:

Grading Scheme:
Homework: 25%
Midterm 1: 20% Wed, Oct 12

Midterm 2: 20% Fri, Nov 4

Final Exam: 35% 3h in 5–16 Dec
I reserve the right to change the weight of any
portion of this marking scheme. If changes are
made, your grade will be calculated using the
original weighting and the new weighting, and
you will be given the higher of the two.

Programming Assigments: There will be ap-
proximately weekly programming assign-
ments during the semester. Programming
languages include Scheme, Prolog and
Standard ML.

Course Content: An introduction to func-
tional programming. Static versus dynamic
typing. Strict versus non-strict evaluation.
Some common functional programning lan-
guages. “Pure” versus “impure” functional
programming.

Functions and partial functions. Cartesian
products. Disjoint unions. “Currying”.

Standard ML. Builtin types and literals.
Tuples. Lists. Declarations. Function decla-
rations and function values. Product types
and function types.

Recursion, tail recursion, and accumulator
arguments. Higher order functions for lists.

Scheme

Space and time complexity for functional
programs and data structures.

An introduction to logic programming.
Prolog.

Facts. Rules. Goals. Variables. Conjunc-
tions. Horn Clauses. The Unification algo-
rithm. Accumulator arguments. Difference
lists. Cuts. Negation. Arithmetic. Debug-
ging.
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