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q 2001 American Meteorological Society

Simulation of an Arctic Ground Blizzard Using a Coupled
Blowing Snow–Atmosphere Model
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ABSTRACT

A ground blizzard occurred from 16 to 18 November 1996 in the northern sectors of the Mackenzie River
basin of Canada and the adjacent Beaufort Sea. This hazardous event, accompanied by a low-level jet with wind
speeds approaching 20 m s21 and extensive blowing snow near the surface (but clear sky aloft), is forced by a
strong sea level pressure gradient that forms between a rapidly intensifying anticyclone over the Nunavut and
Northwest Territories of Canada and an intense depression over the frozen Arctic Ocean. The event is first
simulated at a horizontal grid size of 18 km using the uncoupled Canadian Mesoscale Compressible Community
(MC2) model. This experiment is shown to capture the rapid anticyclogenesis event within 2 hPa of its central
sea level pressure and the blizzard conditions near the Canadian Arctic coastline and the Beaufort Sea. Mete-
orological conditions observed at Trail Valley Creek (TVC), a small Arctic tundra watershed in which ground
blizzard conditions were experienced during the event, are also accurately reproduced by the uncoupled simulation
with the notable exception of the blowing snow process. Thus, the mesoscale model is then coupled to the
‘‘PIEKTUK’’ blowing snow model, and a second simulation is conducted. This additional experiment reveals
the presence of extensive blowing snow associated with a strong low-level jet over TVC and the adjacent frozen
Beaufort Sea. Over the 2-day event, blowing snow sublimation and transport combined to erode 1.6 mm snow
water equivalent from the surface mass balance of TVC. The concurrent moistening and cooling of near-surface
air due to blowing snow sublimation emerge during the blizzard but to a lesser extent than in an idealized
modeling framework, as a consequence of entrainment and advective processes. Therefore, blowing snow sub-
limation rates are evaluated to be 1.8 times larger than in the stand-alone application of the PIEKTUK model
to the same data.

1. Introduction

With mounting evidence that significant climate
change is under way in northern high latitudes (e.g.,
Dickson 1999; Rothrock et al. 1999; Serreze et al. 2000),
there is renewed interest in examining hydrometeoro-
logical processes in the Arctic. With its prevailing sub-
freezing conditions, processes involving snow and ice
dominate the water and energy cycles of these regions
(Stewart et al. 2000). As a surface, snow and ice have
significant meteorological effects to the overlying air
and underlying ground due to their thermal and radia-
tional properties. Any variation to the extent, thickness,
and/or duration of the snow and ice packs as a result
of climate change may significantly alter the hydro-
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meteorological conditions of northern high-latitude re-
gions.

As part of the Global Energy and Water Cycle Ex-
periment (GEWEX), the Mackenzie GEWEX Study
(MAGS) was established to examine the water and en-
ergy budgets and possible climate change impacts with-
in the Mackenzie River basin (MRB) of northwestern
Canada (Stewart et al. 1998; Rouse 2000). The site of
notable temperature increases and concurrent snow
depth decreases in the past 30–40 years (Stewart et al.
1998; Brown and Braaten 1998), MRB emerges as a
prominent location for the study of ongoing high-lati-
tude climate change. Despite evidence of an increased
duration of snow-free days in the area, MRB remains
nonetheless blanketed by snow from 150 days annually
in its southern sections to nearly 250 days annually on
the Arctic tundra (Phillips 1990). Its scarce vegetation
and long seasonal snow covers make the Arctic tundra
especially susceptible to blowing snow and blizzard
events (Déry and Yau 1999b).

Apart from its hazardous aspects such as reduced op-
tical visibilities, blowing snow associated with blizzards
and other high-wind events is of much interest because
of its twofold contribution to the surface water and en-
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FIG. 1. (a) Geographical map of the Mackenzie River basin (MRB)
and surrounding area of interest. The orography is depicted by shading
at elevations of 0.5, 1.0, 2.0, and 3.0 km above sea level. Note that
the following abbreviations are also used: Northwest Territories
(NWT), Nunavut Territory (NVT), Yukon Territory (YT), Alaska
(AK), Banks Island (BI), and Victoria Island (VI). (b) Close-up of
the Trail Valley Creek (TVC) area outlined in bold in (a). The orog-
raphy is shaded here at intervals of 50 m.

ergy budgets through mass divergence or convergence
in addition to concurrent in-transit sublimation (Déry
and Yau 1999a). The relative importance of these terms,
however, remains uncertain given the wide range of val-
ues for blowing snow transport and, especially, subli-
mation rates that are found in the literature (e.g., King
et al. 1996; Pomeroy et al. 1997; Bintanja 1998; Essery
et al. 1999; Déry and Yau 2001). Déry and Yau (2001)
point out that the conclusions reached by each individual
study were highly dependent on the modeling strategy
employed by its respective authors, none of which has
included the full interaction between the atmospheric
boundary layer (ABL) and the blowing snow process.
Although Liston and Sturm (1998), Gallée (1998), and
Gallée et al. (2001) have included blowing snow pa-
rameterizations in their mesoscale modeling of high-
latitude processes, none of these studies considered in-
teractive processes between blowing snow and ABL
heat fluxes. These investigations consequently may
overestimate significantly blowing snow sublimation
rates, because, in idealized settings, Déry et al. (1998)
and Xiao et al. (2000) have demonstrated that this pro-
cess has ‘‘self-limiting’’ characteristics. This is in re-
sponse to the negative thermodynamic feedbacks as-
sociated with the sublimation process. Even though pre-
liminary observational evidence suggests that blowing
snow sublimation does exhibit these qualities near the
surface (Mann et al. 2000), a more comprehensive mod-
eling strategy may help us to understand some crucial
aspects of the blowing snow phenomenon (in four di-
mensions) within the entire ABL, including its apparent
self-limitation.

To that effect, we have chosen to examine a remark-
able ground-blizzard event that took place between 16
and 18 November 1996 on the Tuktoyaktuk Peninsula
of the Northwest Territories (NWT) of Canada and ad-
joining Beaufort Sea (see Fig. 1). Although common-
place in the Canadian Arctic, this particular event was
unusual in its persistence and in that its forcing mech-
anism was rapid anticyclogenesis. These clear-sky
storms are often labeled ‘‘ground blizzards’’ in Canada
because their accompanying adverse weather conditions
are usually constrained to the lowest tens of meters of
the atmosphere (Stewart et al. 1995). High windchills
(WC, .1.6 kW m22), reduced horizontal optical visi-
bilities (VIS, ,1 km), and strong 10-m winds (U10, .11
m s21), nonetheless render ground blizzards extremely
dangerous in the Arctic.

Past studies on Arctic weather have focused generally
on the evolution of cyclones and associated frontal sys-
tems (e.g., Serreze 1995; Hanesiak et al. 1997; Szeto et
al. 1997), whereas anticyclones have attracted relatively
less attention in the literature. Nonetheless, an exception
is the studies of Curry (1983, 1987), who determined
that radiative cooling is crucial to the development of
these systems. Colucci and Davenport (1987), on the
other hand, examined the synoptic-scale forcings of a
number of rapid anticyclogenesis cases, defined as an

increase in the central sea level pressure (SLP) of the
system of 5 hPa day21, and found a relationship between
these cases and rapid upwind cyclogenesis. Zishka and
Smith (1980) and Colucci and Davenport (1987) also
demonstrate that northwestern Canada is a prominent
location for the development of high pressure systems.
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FIG. 2. The CMC analyses of sea level pressure (hPa) at 1200 UTC (a) 17 and (b) 18 Nov 1996. The shading indicates areas in which
blizzard conditions are inferred from the analyses, and the thick dashed line outlines the clipped simulation domain.

However, these authors have failed to examine the im-
pact of surface processes such as blowing snow on the
anticyclogenesis, leading possibly to the forecast errors
in the strength of high pressure systems observed in
some NWP models (Colucci and Bosart 1979; Grumm
and Gyakum 1986).

There are two main objectives in this study. First, we
will simulate the rapid anticyclogenesis event that gen-
erated ground-blizzard conditions in mid-November of
1996 near the northern sections of MRB. The case is
marked by the lack of precipitation during the ground
blizzard and provides an ideal test bed to explore the
blowing snow process and its interaction with the ABL
on the surface energy and mass balances at Trail Valley
Creek (TVC) on the Tuktoyaktuk Peninsula of NWT,
for which enhanced observational data have been ac-
quired. A novel feature of this work is the utilization
of a fully coupled atmosphere–blowing snow model.

The paper begins with a brief description of the event
of interest, followed by some background information
on the numerical models and the experimental strategy
used in this study. Sections 4 and 5 present the results
of the uncoupled and coupled experiments, respectively,
followed by a discussion of results and conclusions.

2. Case overview

In the 48 h following 1200 UTC 16 November 1996,
severe wintertime conditions prevailed near the northern

tip of MRB. Public forecasts released for the area
warned of blowing snow and high windchills combining
to produce blizzard conditions along the Canadian Arc-
tic coastline (S. Buzza 2000, personal communication).
Some important synoptic-scale features are shown to
contribute to these adverse conditions as depicted by
the Canadian Meteorological Centre (CMC) analyses
(Figs. 2 and 3). Prior to the development of blizzard
conditions along the Tuktoyaktuk Peninsula, calm
weather prevailed as a surface ridge of high pressure
(central SLP of 1037 hPa) approached the region from
the west. As this system moved eastward of the Tuk-
toyaktuk Peninsula, a strong SLP gradient formed be-
tween the anticyclone and a deep cyclone situated over
the Laptev Sea (Fig. 2). Blizzard conditions, defined as
periods when WC . 1.6 kW m22, U10 . 11 m s21, and
VIS , 1 km (Déry and Yau 1999b), were then sustained
over 48 h along the Arctic coastline and the Beaufort
Sea as a surface anticyclone over Victoria Island inten-
sified to 1050 hPa.

At 500 hPa, there were two dominant features over
the boreal polar region (Fig. 3). A strong upper-level
ridge with a central geopotential height persistently near
565 dam propagated northeastward from Alaska and the
Yukon Territory to reside over Banks Island at 1200
UTC 18 November 1996. A deep, closed-off 500-hPa
low with central geopotential height reaching 468 dam
at 1200 UTC 17 November 1996 was associated with
the strong surface cyclone over the frozen Arctic Ocean.
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FIG. 3. The CMC analyses of 500-hPa geopotential heights (dam) at 1200 UTC (a) 17 and (b) 18 Nov 1996. The thick dashed line
outlines the clipped simulation domain.

A sample of the infrared satellite imagery obtained
for the case study reveals the generally clear conditions
that prevailed during the entire event in the vicinity of
TVC. Figure 4 confirms the overwhelming presence of
sea ice interspersed with leads in the Beaufort Sea. Re-
gions north of the Tuktoyaktuk Peninsula, however, ap-
pear darker and more diffuse in the satellite imagery,
perhaps in association with blowing snow (Endoh et al.
1997). Other images (not shown) for the period of in-
terest were screened and attested to the lack of clouds
in regions of the developing anticyclone.

A few additional comments on the case described
above are in order. The rise of 10 hPa day21 in the central
SLP of the high pressure system over Victoria Island
in the 24 h following 1200 UTC 17 November 1996
readily qualifies this period as a rapid anticyclogenesis
event (Colucci and Davenport 1987). According to their
study, the intensification of a high pressure system at
rates of 5 hPa day21 is sufficient to qualify the event
as ‘‘implosive’’ anticyclogenesis. Consistent with their
conclusions, upwind explosive deepening of the de-
pression over the Arctic Ocean is observed prior to the
Canadian anticyclogenesis event. Note also that the high
pressure system builds in an area favorable to the de-
velopment and passage of anticyclones (Zishka and
Smith 1980).

Using the CMC surface analyses, we were able to
trace back the origins of the intense surface cyclone that
contributed to the blizzard conditions over most of the

Arctic Ocean in mid-November of 1996. Of interest is
that this system is associated with the extratropical rein-
tensification of the remnants of Supertyphoon Dale that
formed just north of the equator on 2 November 1996
(Lander et al. 1999). At one point during its evolution,
Dale reached a central SLP of 898 hPa and had sustained
winds of 72 m s21. As the weakening cyclone (with
central SLP near 985 hPa) approached the Bering Sea,
it rapidly reintensified and propagated in a westward
direction in what appears to be a wintertime secondary
storm track for the area (Barry 1989). According to the
CMC analyses, the cyclone reached a minimum SLP of
944 hPa during its extratropical stage, a full 15 hPa
lower than any of the 30 extratropical transition and
reintensification cases inventoried by Klein et al. (2000).
It is noteworthy to mention that the Northern Hemi-
sphere experienced an extremely large collapse of avail-
able potential energy during this time period (Wintels
and Gyakum 2000; W. Wintels 2000, personal com-
munication). Despite the uniqueness of these attendant
large-scale features, for the time being our mesoscale
study will focus on the rapid anticyclogenesis and
ground-blizzard events that occurred in the vicinity of
MRB.

3. Numerical models
a. MC2 model

The Mesoscale Compressible Community (MC2)
model is a widely used prognostic and diagnostic tool
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FIG. 4. The infrared satellite imagery (1-km resolution) at 1125 UTC 17 Nov 1996 centered
over Inuvik, NWT.

within the Canadian atmospheric science community. It
has been applied successfully to a wide range of loca-
tions, scales, and cases, such as diagnostic studies of
high-wind, flood, and explosive secondary cyclogenesis
events at midlatitudes (Benoit et al. 1997a; Carrera et
al. 1999; Milbrandt and Yau 2001). The MC2 model
also has been extensively applied to MRB as a short-
term forecasting tool (Benoit et al. 1997b) and in the
compilation of several water budget studies for the basin
(Lackmann et al. 1998; Misra et al. 2000).

The dynamical core of the MC2 model relies on the
integration of the Navier–Stokes equations using the
semi-implicit, semi-Lagrangian numerical technique
(Benoit et al. 1997a). The MC2 model benefits from a
comprehensive physics package that includes the treat-
ment of surface fluxes based on the force–restore con-
cept of Deardorff (1978) as well as the treatment of
ABL processes in a turbulent kinetic energy scheme
developed by Mailhot and Benoit (1982) and Benoit et
al. (1989). Although not expected to be a significant
factor in this case, large-scale convection is parameter-
ized by following a Kuo-type scheme implemented by
Mailhot and Chouinard (1989). The Kong and Yau
(1997, hereinafter KY) explicit microphysics package
determines the stratiform precipitation through micro-
physical processes involving four types of water species:
water vapor qy , cloud water qc, rainwater qr, and ice
and snow qi, with all mixing ratios expressed in units
of kilograms per kilogram.

b. PIEKTUK model
Snow resuspension by wind is a process not taken

into consideration in the standard MC2 model micro-

physics. To incorporate this process and its potential
impact to the ABL, therefore, we make use of the
‘‘PIEKTUK’’ blowing snow model that was originally
developed by Déry and Taylor (1996) and Déry et al.
(1998). The version utilized in the current study is one
based on the bulk adaptation of PIEKTUK (Déry and
Yau 1999a) that was later upgraded to a double-moment,
but nonetheless computationally inexpensive, scheme
(PIEKTUK-D; Déry and Yau 2001). In brief, PIEK-
TUK-D depicts the temporal evolution of a column of
sublimating, blowing snow. The model has four prog-
nostic variables: the mixing ratio qb (kg kg21) and total
particle number concentration N (m23) of blowing snow,
the air temperature Ta (K), and qy . The model activates
only at each point and time that a ‘‘blowing snow event’’
is detected from the ambient conditions. Following Déry
and Yau (1999b), this event is defined as any time when
the surface is snow covered, that Ta is less than 08C,
and that U10 surpasses a certain threshold, estimated
following Li and Pomeroy (1997).

c. Coupling of the models

This section outlines some aspects of the coupling
process and then describes the interactions between the
MC2 and PIEKTUK-D models. First, PIEKTUK-D was
transformed into a subroutine that is called within
MC2’s physics package. Because snow resuspension
and sublimation are, in effect, microphysical processes
(Déry and Yau 1999a), we opted to call PIEKTUK-D
within the KY scheme. Unlike other microphysical ac-
tivities that occur at all levels, blowing snow generally
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FIG. 5. Distribution of grid points within the vertical domains of
the MC2 (dots) and PIEKTUK-D (open circles) models.

TABLE 1. A partial listing of the required input (I) and output (O)
variables for the MC2 simulations.

Variable Type

Albedo
Land–sea mask
Orography
Potential evaporation fraction
Roughness length
Sea surface temperature
Snow cover
Air temperature
Geopotential height
Humidity
Sea level pressure
Wind components
Blowing snow fluxes
Ground temperature
Precipitation rate, type, and accumulation
Radiation and heat fluxes
Vertical motion

I
I
I
I
I
I
I

I/O
I/O
I/O
I/O
I/O
O
O
O
O
O

reaches heights of tens to a few hundred meters at most
(King and Turner 1997). Therefore, we interface the
MC2 and PIEKTUK-D models with partly matching
vertical grids (on Gal-Chen coordinates). Because
PIEKTUK-D has 24 levels from its lower to upper
boundaries and the lowest prognostic thermodynamic
level of MC2 is at 18 m, only the grid points between
heights z of 18 m and 1 km coincide with those of MC2
(Fig. 5).

With the vertical grids now fixed, the following de-
scribes the sequence of events that unfolds during a
typical MC2 time step Dt (s) in a coupled simulation
of the two models. First, the MC2 model computes the
3D semi-Lagrangian advection of predictive quantities
including qy , Ta, and the wind components U and V (m
s21). The 3D semi-Lagrangian advection of qb and N is
also performed by the MC2 for matching levels (i.e.,
18 m # z # 1 km). For levels exclusive to PIEKTUK-
D (z , 18 m), we assumed that vertical advection is
small such that MC2 performs only the horizontal ad-
vection of qb and N there. In addition, the wind com-
ponents are prescribed using a typical logarithmic pro-
file below z , 18 m. Next, MC2 calculates the ther-
modynamic tendencies that arise from microphysical ac-
tivities before calling the PIEKTUK-D subroutine.
Vertical profiles of qy , Ta, U, V, qb, and N are thus
transferred to the blowing snow model.

Upon receiving this information, PIEKTUK-D first
checks whether the blowing snow criteria are met at

each grid point. If the criteria are satisfied, PIEKTUK-
D then initializes its dynamic and thermodynamic pro-
files using those of MC2 for their coincident levels (i.e.,
18 m # z # 1 km). At other PIEKTUK-D levels (z ,
18 m), the initialization of the dynamic and thermo-
dynamic profiles is conducted following Déry and Yau’s
(2001) methodology. In brief, they assume that the rel-
ative humidity with respect to ice RHi follows a loga-
rithmic profile from the measurement height of 2 m
down to the snow surface, at which saturation with re-
spect to ice is assumed. In the coupled simulation, we
follow the same methodology to initialize RHi with the
exception that the ‘‘measurement height’’ is at z 5 18
m, the first matching vertical grid point of the two mod-
els. Using the diagnosed surface (z 5 0) and prognosed
air (z 5 18 m) temperatures of the MC2 model, we
similarly prescribe an initial Ta that is also based on
similarity theory for z , 18 m. This approach differs
from the constant Ta profiles taken by Déry and Yau
(2001) near the surface.

PIEKTUK-D then numerically integrates its four
prognostic equations using a time step Dt (s). Because
of the small-scale microphysical processes and very
high vertical resolution considered here, typically Dt #
Dt. In PIEKTUK-D, blowing snow particles are sus-
ceptible to sublimation, diffusion, and sedimentation,
whereas qy and Ta are only affected by diffusion and
blowing snow sublimation. Because qy and Ta have al-
ready undergone vertical diffusion within MC2, we have
opted to diffuse only the thermodynamic perturbations
due to blowing snow sublimation within PIEKTUK-D.
Having integrated to a full MC2 time step (i.e., nDt 5
Dt, where n [ Dt/Dt), PIEKTUK-D then outputs the
column-integrated sublimation and transport rates of
blowing snow. The associated thermodynamic tenden-
cies for qy and Ta from PIEKTUK-D are applied to the
matching levels of MC2. The MC2 model finally adjusts
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FIG. 6. (a) The CMC snow depth (mm swe) analysis valid at 1200 UTC 16 Nov 1996, (b) the aerodynamic roughness length for bare
ground z0b (m), (c) the factor p, and (d) z0b/z0 over the entire simulation domain.

the Ta and qy fields before repeating this sequence of
events until the end of the integration.

d. Experimental design and strategy

Two distinct experiments are conducted in this study.
In the first simulation, referred to as the uncoupled
(UNC) experiment, the MC2 model is integrated without
any blowing snow effects. In the subsequent model run,
referred to as the coupled (CPL) experiment, the PIEK-
TUK-D model is interfaced with MC2’s microphysics
to incorporate the thermodynamic effects of blowing
snow in the ABL. Both simulations are conducted at a
horizontal spacing of 18 km, are initialized at 1200 UTC
16 November 1996, and are updated at the lateral bound-
aries every 6 h with meteorological and geophysical
fields provided by CMC and Recherche en Prévision
Numérique (RPN). Some of the main input and output
variables of the MC2 simulations are listed in Table 1.
The integrations span a period of 48 h and employ a
time step Dt 5 120 s for MC2 and Dt 5 5 s for PIEK-
TUK-D. A total of 46 levels are adopted for the MC2

vertical grid, with 11 of these coinciding with PIEK-
TUK-D levels (see Fig. 5). Note that the horizontal do-
main for both the UNC and CPL experiments, composed
of 180 3 180 grid points, is illustrated in Fig. 6. How-
ever, results of the numerical simulations are presented
on a reduced horizontal mesh (160 3 160 grid points)
to avoid the 10-point relaxation zone at the side bound-
aries.

e. Other modifications

Apart from its coupling to PIEKTUK-D, several other
modifications were incorporated into the MC2 model.
Initial attempts to reproduce the observed conditions at
TVC resulted in near-surface air temperatures approx-
imately 58C too cold in both the UNC and CPL exper-
iments. As is shown in the following section, however,
excellent results are obtained when the MC2 vertical
diffusion coefficients for heat Kh (m2 s21) are enhanced
by a factor of 2 in the first and last 12 h of the simulation
and by a factor of 6 during the remaining 24 h of the
event. This result suggests that the Mailhot and Benoit
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FIG. 7. The simulated sea level pressure (hPa) at 1200 UTC (a) 17 and (b) 18 Nov 1996 from the UNC experiment. The shading
indicates areas in which blizzard conditions are inferred.

(1982) stability function for heat fh becomes too large
for this stably stratified case (see section 4c). This sit-
uation is not surprising, because Holtslag et al. (1990),
in their formulation of an airmass transformation model,
introduce a special stability function that prevents fh

from becoming too large and allows the vertical dif-
fusion of heat to persist in very stable conditions. For
model consistency, however, we have opted for the time
being to enhance Kh by the factors reported above rather
than to introduce a new set of stability parameters. Note
that the diffusion coefficients for moisture and momen-
tum are not affected by these changes. In addition, we
modified the calculation of the surface latent heat flux
by using the latent heat of sublimation instead of that
for evaporation when temperatures fall below 08C.

Values of the roughness length for a bare surface z0b

(m) provided to us by RPN were altered to take into
account the presence of snow at the surface. A snow
cover generally exhibits smoother characteristics than
bare ground or vegetated soils (e.g., Oke 1987). After
the methodology employed by Douville et al. (1995) in
the Interaction between Soil, Biosphere, and Atmo-
sphere land surface scheme of Noilhan and Planton
(1989), the new roughness length z0 (m) is given by

z 5 (1 2 p)z 1 pz , (1)0 0b 0s

where z0s (m) is the roughness length for snow. The
factor p is obtained from

zsp 5 , (2)
(z 1 z 1 gb z )s c s 0b

where zs (m) is the snow depth, zc (50.01 m) is the
critical snow depth, g (59.81 m s22) is gravitational
acceleration, and bs is a constant equal to 0.408 s2 m21.

Setting z0s 5 0.001 m in Eq. (1) (Oke 1987), any snow-
covered surface with z0b greater than this value will
experience a decrease proportional to the snow depth
in its overall roughness length.

To derive the new z0 field, the high-resolution zs anal-
ysis of Brasnett (1999) valid at the initial time of our
simulations was employed. Figure 6 demonstrates that
most of northwestern Canada had considerable snow on
the ground in mid-November of 1996. High values of
zs combined with low values of z0b over the Beaufort
Sea and Arctic tundra yield elevated values of p in these
regions. However, significant reductions in the rough-
ness length occur over the Arctic tundra where the ratio
z0b/z0 reaches values from 2 to 3. No reduction to z0 is
observed over the Beaufort Sea, because the roughness
length is already at the value for snow in these regions.

4. Uncoupled simulation

In this section, we present results from the uncoupled
simulation that exclude the effects of blowing snow.
Once we have compared the UNC experiment versus
observational and analyzed data, we proceed to examine
several aspects of the results, including factors that favor
the rapid anticyclogenesis and ground-blizzard condi-
tions in the Canadian Arctic. Blowing snow is then in-
troduced into the MC2 model, and results from the CPL
experiment are presented in the following section.

a. Comparison with observations and analyses

The SLP fields given by the UNC simulation at in-
tervals of 24 h are shown in Fig. 7. These show that
the MC2 model captures with accuracy the implosive
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FIG. 8. Simulated 500-hPa geopotential heights (dam) at 1200 UTC (a) 17 and (b) 18 Nov 1996 from the UNC experiment.

FIG. 9. The observed and simulated conditions of (top) air tem-
perature Ta, (middle) relative humidity with respect to ice RH i, and
(bottom) 10-m wind speed U10 for Trail Valley Creek, NWT, beginning
at 1200 UTC 16 Nov 1996 (yearday 321.5) and ending at 1200 UTC
18 Nov 1996 (yearday 323.5).

anticyclogenesis over the Nunavut Territory (NVT) and
NWT. After 48 h of integration, the central SLP of the
anticyclone is simulated to be only 2 hPa lower and
located slightly southeast of its position than in the anal-
ysis (cf. the clipped simulation domain of Fig. 2b). Con-
sistent with Fig. 2, blizzard conditions are also inferred
over the Beaufort Sea near the Tuktoyaktuk Peninsula,
albeit with reduced areal coverage.

The MC2 model also performs very well at higher
levels in the atmosphere. Figure 8 shows the 500-hPa
geopotential heights 24 and 48 h into the integration.
The northeastward propagation of the strong upper-level
ridge is captured well by the MC2 model with a dif-

ference of no more than 1 dam at all times in the forecast
central geopotential height from those of the analyses.
Note also that the locations of the upper-air features
match very closely those from the CMC analyses, even
after 48 h of integration.

To evaluate further the MC2 model simulations, we
have obtained a time series of surface observations col-
lected at TVC, NWT (688459N, 1338309W). These spe-
cial measurements were conducted during the winter of
1996/97 as part of MAGS (Stewart et al. 1998). Read-
ings of standard meteorological variables were sampled
every 30 s and were averaged over 0.5-h periods (Essery
et al. 1999). Emphasis here is given to the fields of Ta,
RHi (%), and wind speed (adjusted to z 5 10 m from
the measurement height or the lowest MC2 level using
standard logarithmic profiles) because these three var-
iables determine critically the blowing snow transport
and sublimation rates (Déry and Yau 2001). Figure 9
demonstrates that MC2 depicts reasonably well the time
series of observed meteorological conditions at TVC
during the 48-h event. However, the simulated condi-
tions are slightly warmer and drier than observed, es-
pecially in the second half of the event. Some of the
short-term fluctuations in all three fields are also missed
by the MC2 model. Perhaps of greater concern is the
overestimation of simulated wind speeds beginning just
before yearday 322.5. Some factors possibly leading to
this deficiency in our simulation are discussed later.

Upper-air profiles for this event were also obtained
for Inuvik, NWT (688189N, 1338299W), a sounding sta-
tion about 50 km to the south of TVC. Note that, for
the skew T diagrams shown in Fig. 10, we plot the
frostpoint temperature profile instead of the usual dew-
point temperature profile to reveal any subsaturation
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FIG. 10. The observed (solid lines) and simulated (dashed lines) upper-air profiles of temperature (thick lines) and frostpoint temperature
(thin lines) for Inuvik, NWT, at 1200 UTC (left) 17 and (right) 18 Nov 1996. Profiles of the observed (simulated) wind speeds and directions
are shown along the vertical solid (dashed) lines. Note here that a half (full) barb denotes wind speeds of 5 m s21 (10 m s21).

with respect to ice above the surface. The observed
temperature profiles exhibit a sharp inversion (ø158C)
below 900 hPa that the model depicts accurately. Some
notable discrepancies in the frostpoint temperature pro-
files are evident at the end of the 48-h simulation, with
the model maintaining more water vapor than was ob-
served below 600 hPa. Note that subsaturation with re-
spect to ice is prevalent throughout the column of air,
with RHi reaching values of less than 10% at some
levels. Winds are generally represented well by the MC2
model but display lower wind speeds above 500 hPa
than those reported by the rawinsonde measurements.

b. Precipitation and humidity

Even though we observe the occurrence of rapid an-
ticyclogenesis over NVT and NWT, the KY scheme
predicts the accumulation of some solid precipitation
over large portions of the area over which the event
occurs (Fig. 11a). The apparent lack of clouds over the
area suggests that this is clear-air precipitation. Such
precipitation is often termed ‘‘diamond dust’’ and occurs
when relative humidities are saturated with respect to
ice such that strong atmospheric cooling promotes de-
position (Ohtake 1982). Figure 11b confirms that low-
level conditions of saturation and near-saturation with
respect to ice are maintained over the central and eastern
portions of the developing anticyclone. These results
are consistent with those of Curry (1983, 1987), who
demonstrated that anticyclogenesis is favored by radi-
ational cooling associated with the presence of clear-air
ice particles.

Lower values of SLP are forecast over Great Bear
and Great Slave Lakes, which remain open at the time
of the event. Enhanced surface fluxes promote low-level
convection and precipitation over and in the lee of the
lakes. These conditions appear to be in the form of
‘‘lake-effect’’ snowsqualls that occur when cold air aloft
travels over the much warmer large open bodies of water
(e.g., Stewart et al. 1995). The convection tends to be
banded in structure along the low-level flow, which is
enhanced over the lakes because of lower frictional ef-
fects. Intense lake-effect storms pose significant hazards
to coastal inhabitants of the Great Northern Lakes dur-
ing the month of November (S. Buzza 2000, personal
communication).

c. Low-level jet

The presence of a low-level jet (LLJ) over TVC is
clearly visible in the time–height cross sections shown
in Fig. 12. Winds at z 5 449 m reach speeds above 19
m s21 throughout the latter half of the event. Just above
this low-level wind maximum, the air remains relatively
warm and very dry. This picture is in accordance with
the Inuvik sounding data (Fig. 10). The time–height
cross section for potential temperature u (K) demon-
strates that the ABL remains very stably stratified during
the event although the surface layer exhibits near-neutral
stability between yeardays 322.5 and 323.0 (Fig. 12d).
As expected, strong descending motion in association
with the high pressure system is inferred from the model
data for TVC (not shown).

Note that it is not the first time an LLJ has been
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FIG. 11. (a) The 48-h cumulative precipitation (mm) and (b) the mean
relative humidity (%) at z 5 449 m for the UNC simulation. Note that
relative humidities are with respect to water when Ta . 08C and with
respect to ice when Ta , 08C.

reported in the area; Kosović and Curry (2000) based
their large-eddy simulation of the ABL on a similar,
albeit weaker, situation over the Beaufort Sea. Mecha-
nisms leading to the formation of LLJs vary consider-
ably in nature. Stull (1988), for instance, suggests that
LLJs may occur in association with frontal systems,
advective accelerations, or the nocturnal ABL. In this
case, however, it appears that the acceleration of low-
level winds is simply a consequence of the favorable
synoptic setting. Given the terrain shown in Fig. 1b and
the persistent southerly winds during the event, topo-
graphical effects may also come into play in the LLJ’s
formation.

5. Coupled simulation

As mentioned before, motivation to examine this case
arose from the need to explore the blowing snow phe-
nomenon without contamination from precipitation.
Thus, the ground blizzard described in this paper is the
ideal situation to investigate any interaction between

resuspended snow and the ABL. In addition, conditions
of near-saturation with respect to ice were prevalent in
the observed humidity data collected at TVC during the
winter of 1996/97 (Déry and Yau 2001). In examining
other potential cases during this cold season, we found
few instances in which significant subsaturation with
respect to ice, a necessary condition for the promotion
of blowing snow sublimation, was present near the sur-
face at TVC. Although these conditions arose perhaps
as a result of instrument failure caused by icing (J. W.
Pomeroy 2001, personal communication), the hygrom-
eter probably operated reasonably well during the cho-
sen case study (16–18 November 1996). This time pe-
riod therefore stood out as the strongest sublimation
event in the stand-alone application of PIEKTUK-D
(forced by the 1996/97 observational data from TVC)
with an estimated 0.64 mm snow water equivalent (swe)
removed from the surface for the 2-day period. Addi-
tional erosion through mass divergence was not com-
puted, but wind transport displaced no less than 8.8 Mg
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FIG. 12. Time–height cross sections of (a) wind speed (m s21), (b) air temperature (8C), (c) relative humidity expressed as a percentage,
and (d) potential temperature (K) at Trail Valley Creek, NWT, from 1200 UTC 16 Nov 1996 (yearday 321.5) to 1200 UTC 18 Nov 1996
(yearday 323.5). Note that relative humidities are with respect to water when Ta . 08C and with respect to ice when Ta , 08C.

m21 during this event according to the stand-alone ex-
periments of Déry and Yau (2001).

Following the exact same methodology applied for
the UNC experiment, a second simulation is conducted
whereby the MC2 model is now coupled to PIEKTUK-
D. In the CPL experiment, PIEKTUK-D activates when
the criteria for a blowing snow event are satisfied at any
specific grid point and time. Thus, regions experiencing
high winds are also likely to be susceptible to blowing
snow transport and sublimation. Subsequent to the pre-
sentation of the blowing snow fluxes, we will examine
how this process affects the basic meteorological fields
and the surface energy budget with respect to the UNC
experiment.

a. Blowing snow fluxes

With its twofold impact to the surface mass balance,
blowing snow emerges as a potentially significant hy-
drometeorological process in the Canadian Arctic.
Hence, we first examine in Fig. 13 results for the trans-
port of blowing snow QTt (Mg m21) and the associated
mass divergence D (mm swe). Observe the large trans-
port rates over the Beaufort Sea in association with the
strong southerly winds occurring there. Values of QTt

peak at about 30 Mg m21 just off the coast of the Tuk-
toyaktuk Peninsula. For the duration of the ground bliz-
zard, the strong southerly winds transport 1 3 109 kg
of snow across 708N in the longitudinal band between
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FIG. 13. (a) The total 48-h contours and vectors of blowing snow transport (Mg m21) and (b)
the associated mass divergence (mm swe) of blowing snow from the CPL experiment.
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FIG. 14. The total 48-h sublimation of blowing snow (mm swe) from the CPL experiment.

1308 and 1408W. This is equivalent to a volume flux of
58 m3 s21 or about 1% of the Mackenzie River’s dis-
charge into the Beaufort Sea for this time of the year
(Stewart et al. 1998). To obtain term D in the surface
mass balance for a specific location, we now compute
¹ · QT t using the mass transport vectors at its four
neighboring grid points. Thus, divergence (conver-
gence) of mass has large values in regions only where
winds accelerate (decelerate) or diverge (converge). In
this case, for instance, mass is eroded from the Mac-
kenzie delta area and displaced northward into the Beau-
fort Sea. The Tuktoyaktuk Peninsula thus loses upward
of 0.1 mm swe during the event.

Now let us consider Fig. 14, which depicts the sub-
limation of blowing snow QTs (mm swe) accumulated
at the end of the 48-h CPL integration. We see high
values of this blowing snow flux over the Tuktoyaktuk
Peninsula and the Beaufort Sea accompanying the
ground-blizzard conditions there. The QTs reaches a
maximum value of 3 mm swe or more in about the same
area in which the largest transport rates are observed.
The results presented in Figs. 13 and 14 therefore sug-
gest that, during this ground blizzard, regions along the
Canadian Arctic coastline provide a significant net
source of freshwater (in both the solid and vapor phases)
to the Beaufort Sea. Because the divergence of mass is
typically one order of magnitude smaller than subli-
mation, the total blowing snow fluxes are dominated by
the sublimation term and therefore generally lead to
erosion of mass in all locations experiencing snowdrift-
ing (not shown).

Figure 15 depicts the temporal evolution of the hourly

blowing snow sublimation and transport rates at TVC
from the CPL experiment along with the corresponding
observed and simulated meteorological conditions.
First, note the improvement in the simulated weather
conditions as a consequence of the cooling and moist-
ening of near-surface air by blowing snow sublimation.
On the other hand, wind speeds are negligibly affected
by the inclusion of blowing snow in the numerical ex-
periment. We also see that the blowing snow fluxes are
closely tied with the modeled wind speeds: peaks in
these quantities coincide. Observe how decreasing tem-
peratures combined with increasing humidity tend to
suppress the blowing snow sublimation rate in the final
12 h of the event whereas the transport rate remains
nearly constant. For the duration of the ground blizzard,
blowing snow sublimation and divergence erode 2.3 and
0.4 mm swe, respectively, from the snowpack at TVC
according to the CPL experiment.

To determine the effects of advection and entrainment
on the snowdrift sublimation and transport rates, an ad-
ditional experiment is now performed. We will refer to
this as the stand-alone (STA) blowing snow experiment
whereby the near-surface dynamic and thermodynamic
variables in PIEKTUK-D are updated offline by the
MC2 output for TVC. Here, the profiles of temperature,
water vapor, and wind speed are initialized by the meth-
odology outlined in Déry and Yau (2001). In this case,
therefore, PIEKTUK-D depicts a single, time-evolving
column of sublimating, blowing snow for TVC that ex-
cludes the effects of advective and entrainment pro-
cesses. As shown in Fig. 15, values of Qs from the CPL
simulation are generally 1.8 times larger than those in
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FIG. 15. Hourly values (from top to bottom) of the observed and
simulated air temperature Ta, the relative humidity with respect to
ice RHi, the 10-m wind speed U10, and the simulated sublimation Qs

and transport Qt rates of blowing snow from 1200 UTC 16 Nov 1996
(yearday 321.5) to 1200 UTC 18 Nov 1996 (yearday 323.5) at Trail
Valley Creek, NWT. The data are taken from observations (OBS),
the uncoupled (UNC) and coupled (CPL) mesoscale simulations, and
the stand-alone (STA) blowing snow experiment.

the STA experiment. In contrast, Qt remains larger in
the STA simulation than in the CPL experiment. This
suggests that entrainment and advection, processes not
fully considered in the stand-alone simulations, import
relatively dry air into the column of blowing snow over
TVC that sustains the phase transition of ice particles
to water vapor. In a corresponding manner, the advection
and sublimation of particles reduce the amount of blow-
ing snow and hence also the transport rates.

Given that the CPL mesoscale simulation does not
depict the sudden and persistent wind decrease in the
second half of the period, our computed values of the
blowing snow sublimation rates are, until now, likely
to be overestimates of the actual conditions experienced
at TVC. As stated at the beginning of section 5, the
stand-alone application of PIEKTUK-D (forced by ob-
servations) to this location revealed blowing snow sub-
limation rates of about 0.32 mm day21 swe, less than
about one-half of those obtained in the STA simulation
forced by the MC2 meteorological conditions. Multi-
plying the former result by the same factor of 1.8 yields
a value of 1.2 mm swe that, more realistically, is eroded

from the surface during the 2-day ground-blizzard event
through blowing snow sublimation.

b. Basic meteorological fields

Because of its thermodynamic effects, the inclusion
of the blowing snow process may have an impact on
the other predictive fields within the MC2. As dem-
onstrated for TVC in Fig. 15, reduced near-surface air
temperatures and enhanced relative humidities accom-
pany the blowing snow process. In expanding these re-
sults to the entire simulation domain, we generally ob-
serve a decrease in Ta and an increase in RHi where
blowing snow occurs, although maximum changes in
these two fields do not coincide (Fig. 16). In addition,
regions subject to blowing snow experience an increase
in SLP of up to 1 hPa. Differences in the accumulated
precipitation vary in sign, with notable decreases in ar-
eas in which blowing snow cools air temperatures,
whereas other locations experience an enhanced precip-
itation total. Figure 16 therefore implies that the absence
of blowing snow originating from the surface in con-
ventional NWP models may explain some of the re-
curring biases encountered in the forecasts of near-sur-
face meteorological fields at high latitudes (Colucci and
Bosart 1979; Grumm and Gyakum 1986).

c. Surface energy budget

In response to the thermodynamic effects of blowing
snow sublimation, the surface energy budget will also
be modified. Enhanced perturbations in the surface sen-
sible and latent heat fluxes (Qh and Qe, respectively; W
m22) induced by blowing snow have been reported pre-
viously in the idealized modeling framework of Déry
et al. (1998) and observed in the Canadian Prairies by
Pomeroy and Essery (1999). Given that the daily-av-
eraged incoming solar radiation is negligible (,0.4 W
m22) at this time of the year, the surface radiation and
energy budgets are not influenced by shortwave radia-
tion, and the net heat flux at the surface Q* (W m22)
therefore may be expressed as (Oke 1997)

↑ ↓Q* 5 L 1 L 1 Q 1 Q 1 Q , (3)g h e

where L↑ and L↓ (W m22) are, respectively, the outgoing
and incoming longwave radiation fluxes. In the MC2
model, Q* is set to zero, and the ground heat flux Qg

(W m22) is then computed as a residual of the other
surface energy and radiation terms. By convention, we
indicate a loss (gain) of energy at the earth–atmosphere
interface by a positive (negative) value in any of the
fluxes. Table 2 reveals the predominance of radiational
cooling, with a net outgoing longwave flux near 60 W
m22 in the two experiments. Loss of surface heat results
in large downward values of Qh but slightly positive
values of Qe.

In the CPL simulation, blowing snow provides an
additional source of water vapor to the ABL. In this
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FIG. 16. The difference in the 48-h simulated (a) surface air temperatures (8C), (b) surface relative humidities (%), (c) sea level pressure
(hPa), and (d) precipitation accumulation (mm) between the CPL and UNC experiments.

TABLE 2. Mean components of the surface energy and radiation budgets at Trail Valley Creek, NWT, for the UNC and CPL experiments.
Note that all fluxes are expressed in units of watts per square meter and that Qe 5 (Qsurf 1 Qs)Ls.

Expt L↑ L↓ Qg Qh Qsurf Ls QsLs Qe br

UNC
CPL

244
243

2183
2182

22
21

2101
2128

18
10

0
36

18
46

25.6
22.8

situation, Qe then may be partitioned in terms of the
surface sublimation rate Qsurf (kg m22 s21) and the blow-
ing snow sublimation rate Qs (kg m22 s21) such that

Q 5 (Q 1 Q )L , (4)e surf s s

where Ls (52.835 3 106 J kg21) is the latent heat of
sublimation. Note that although a column of blowing
snow may extend up to 1 km above the surface, the
local sublimation rate usually reaches a maximum very
near the surface such that this component may also be
considered as a surface heat flux. Table 2 presents the
contribution of each of these terms to the surface energy
budget. In the CPL experiment, we see that, on average,
the surface sublimation component is reduced by the
presence of blowing snow. Nevertheless, the overall la-

tent heat flux emanating from the surface is more than
doubled with respect to the UNC simulation. The sen-
sible heat required for the phase conversion of blowing
snow particles is taken from the air itself and leads to
a gradual cooling of the ABL. Also, consistent with the
results of Déry et al. (1998), the Bowen ratio br, defined
as Qh/Qe, remains negative during the event, but its
absolute value decreases because of the heat flux per-
turbations attributed to blowing snow.

6. Discussion

As established in section 4a, the MC2 model depicts
very well the initial sequence of events observed at
TVC, including the gradual strengthening of near-sur-
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FIG. 17. Temporal evolution of the observed (OBS) and simulated
(UNC) (top to bottom) surface pressure tendencies ]P/]t, and 10-m
wind directions f and speeds U10 and the simulated surface Froude
Fr and Richardson Ri numbers from 1200 UTC 16 Nov 1996 (yearday
321.5) to 1200 UTC 18 Nov 1996 (yearday 323.5) at Trail Valley
Creek, NWT.

face winds. At yearday 322.4, however, there are a num-
ber of abrupt changes in the observed meteorological
conditions at this site that the model does not resolve,
including the sudden abatement of high near-surface
winds. Although this abatement may simply be due to
a failure of the anemometer, other meteorological var-
iables concurrently suggest a rapid change of atmo-
spheric state at TVC. Accompanying the wind cessation,
for instance, the observations display a 308 backing of
the winds (note that when the wind direction f 5 1808,
winds are southerly) and a significant surface pressure
P rise of more than 1 hPa in 1 h (Fig. 17). Even though
the MC2 model fails to represent at this time these sig-
nificant features, it does suggest a change in the strat-
ification of the ABL (Fig. 12). To evaluate the stability
of the ABL, we introduce the surface Richardson num-
ber Ri that is expressed in terms of the vertical gradients
of potential temperature and wind shear such that
(Blackadar 1957)

g ]u1 2u ]z
Ri 5 . (5)

2 2
]U ]V

11 2 1 2]z ]z

The vertical gradients are computed between the sur-
face and z 5 449 m, which is the approximate height
of the LLJ (Fig. 12a). As such, Ri provides in this case
an integrated measure of the ABL’s stability. Figure 17
reveals that Ri gradually diminishes in time such that
it attains its critical value of 0.25 when wind speeds
rapidly decline and u becomes well mixed in the surface
layer (see Fig. 12d).

For further analysis, we introduce the Froude number
Fr, computed here by following King and Turner (1997):

20.5
r 2 rsFr 5 UV gz , (6)1 2rs

where UV (m s21) denotes the wind speed at height z,
and rs and r (kg m23) are the near-surface and ABL
air densities, respectively. Again, we take z 5 449 m
to obtain a value of Fr that is representative of the entire
ABL. The Froude number physically represents the ratio
of the inertial to gravitational forces of the flow (Arya
1988). It is interesting to note that, according to the
UNC simulation, Fr also undergoes a transition from
subcritical (Fr , 1) to supercritical (Fr . 1) conditions
as the winds subside.

This sequence of events thus suggests the passage of
a ‘‘hydraulic jump’’ at TVC (e.g., Arya 1988; Stull
1988). This phenomenon has often been observed with
the sudden cessation of strong katabatic winds in Ant-
arctica (e.g., King and Turner 1997; Gallée and Pettré
1998) or, as in this case, the reduction of wind speeds
downstream of elevated topographical features (Stull

1988; Drobinski et al. 2001). A cross section of the
orography along the flow demonstrates the elevated re-
lief upwind of TVC (Fig. 18). In its approach to TVC,
therefore, the flow becomes constrained in a shallow
layer between the elevated terrain and the very stably
stratified air aloft that lead to the acceleration of the
flow. Downwind of this feature, the terrain flattens once
again, allowing a deceleration (and perhaps even a sep-
aration) of the flow in a less stable surface layer. The
hydraulic jump itself, marked by a value of Fr ø 1,
delineates the two regimes as it retreats toward the up-
wind topography. Its passage is marked by the large
surface pressure perturbation and the sudden abatement
of near-surface winds.

In an attempt to simulate similar events, other re-
searchers such as Benoit et al. (1997a) and Gallée and
Pettré (1998) have used horizontal grids with spacings
of #2 km. Because the hydraulic jump may manifest
itself over distances of only a few hundred meters (King
and Turner 1997), the grid spacing of 18 km employed
in our simulations clearly becomes restrictive in this
case. For future work, therefore, we propose to cascade
the UNC and CPL experiments to higher horizontal res-
olutions to confirm this hypothesis. Until these high-
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FIG. 18. Schematic diagram of conditions for Trail Valley Creek,
NWT, at 1000 UTC 17 Nov 1996 (yearday 322.4). The elevation of
the terrain above mean sea level is plotted with negative (positive)
distances upwind (downwind) of Trail Valley Creek.

resolution simulations have been conducted, and con-
sidering that we do not have supplemental lidar mea-
surements of the ABL or otherwise (Drobinski et al.
2001), the occurrence of a hydraulic jump at TVC re-
mains, at this time, speculative. It is nonetheless note-
worthy to mention that the hydraulic jump observed by
Drobinski et al. (2001) occurred over similar topography
and distances as those that are reported in our study.
Thus, this phenomenon remains a viable suspect to ex-
plain the sudden wind cessation recorded at TVC during
the ground blizzard.

7. Summary and conclusions

We have investigated a ground blizzard that inflicted
high windchills and blowing snow over the Tuktoyaktuk
Peninsula of the Northwest Territories of Canada and
the adjacent Beaufort Sea from 16 to 18 November
1996. It is demonstrated that synoptic forcing of the
event is dominated by a rapidly intensifying anticyclone
to the east of the Tuktoyaktuk Peninsula. Satellite im-
agery verifies the absence of clouds in the area but
reveals the presence of snow on the ground.

The ground blizzard is probed using a sequence of
numerical simulations with the Mesoscale Compressible
Community model. The uncoupled experiment is con-
ducted at a horizontal grid spacing of 18 km and cap-
tures with accuracy the anticyclogenesis event within 2
hPa. The uncoupled simulation also provides a satis-
factory depiction of the meteorological conditions ob-
served on the Tuktoyaktuk Peninsula during the ground
blizzard, excluding, however, the presence of blowing
snow. Having validated the uncoupled simulation with
observations and analyses, we then proceed with a sec-
ond experiment whereby the MC2 model is coupled to
the PIEKTUK-D blowing snow model. This supple-
mental integration, conducted in a similar fashion as in

the uncoupled case, reveals the presence of abundant
blowing snow (but no precipitation) in the vicinity of
Trail Valley Creek and the Beaufort Sea in association
with strong low-level winds. Within this 4D framework,
we find that blowing snow sublimation rates increase
by about 80% with respect to the stand-alone (2D) ap-
plication of PIEKTUK-D to the same data. This result
reveals the importance of advective and entrainment
processes in the evaluation of blowing snow fluxes, in
accordance with the recent findings of Bintanja (2001).
Over the 2-day event, therefore, we conclude that our
best estimate of the mass eroded by blowing snow sub-
limation is of 1.2 mm swe with an additional 0.4 mm
swe removed through mass divergence in the Trail Val-
ley Creek watershed of NWT.

The coupled simulation also reveals some interesting
aspects of the blowing snow phenomenon and its in-
teraction with the atmospheric boundary layer. For in-
stance, the inclusion of blowing snow in the numerical
simulation leads to some modifications of the basic me-
teorological fields such as cooling and moistening of
the air that in turn affect the sea level pressure and
precipitation fields. The negative thermodynamic feed-
backs of snowdrift sublimation arise in the coupled sim-
ulation but are less prominent than in an idealized mod-
eling framework because of the comprehensive treat-
ment of advective and entrainment processes. Never-
theless, the neglect of blowing snow and its sublimation
in numerical weather prediction models may therefore
explain some of the systematic errors in the forecasts
of near-surface meteorological fields at high latitudes.

With the prospect of climate change reducing the du-
ration and depth of the seasonal snowpack within the
Mackenzie River basin, there is speculation that blowing
snow will diminish in importance as an agent of its water
and energy budgets. However, if high-wind events and
storminess become more frequent during the cold season
(as is suggested by several studies), a larger portion of
the snowfall may be returned to the atmosphere as water
vapor, accelerating even further the depletion of the sea-
sonal snowpack. Given that blowing snow transport and
sublimation are highly dependent on wind speeds, the
intensity of the events will also be a crucial factor in
estimating its future contributions to the surface mass
balance of the basin and the freshwater input to the
Beaufort Sea.
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