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Abstract

This paper offers an efficient solution for the real-time operation of a redundant robot moving in a variable environment. An
approach for fixed and mobile obstacle avoidance is proposed. The basic idea is to solve the redundancy as an unconstrained
optimization problem where the redundancy is integrated with the path tracking and the obstacle avoidance constraints into
an augmented objective function. Here, an iterative solution of the Inverse Geometric Model (IGM) is used, which requires
no matrix inversion and iterates directly on the joint position, being thus suitable for on-line application and also preserving
repeatability. A method of formulating anti-collision constraints using a novel concept of pseudo-distance unifies in a simple
and original way the modeling of various obstacles.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Robot manipulators are destined to perform effi-
ciently very complex tasks in cluttered environments.
In particular, they are required to move in the pres-
ence of fixed or even mobile obstacles, tracking a
prescribed path without collision in no way. Hence,
robot control aims to improve the arm dexterity and
allow it to react fast enough to sudden and unpre-
dictable changes in its workspace configuration.

Some methods for generating collision-free paths
are adapted from mobile robots[12,22,26,32,33]. They
generally consist of two steps: (i) description of the ac-
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cessible space and (ii) search for a collision-free path,
transforming the arm into an equivalent point-like mo-
bile robot. Such an approach allows only off-line path
planning. Moreover, robotic serial manipulators—in
contrast to mobile robots—need to avoid collisions of
both the end-effector and the links. For this reason,
their accessible workspace is rather limited unless
their number of joints increases. These methods are,
however, not suitable for redundant robots since the
arm transformation does not lead to a unique point.

In the so-called kinetic analysis method[7,16,17,23],
the manipulator is reduced to its spinal cord made of its
joints and links, requiring the use of differential geo-
metry of curves. Since the arm skeleton must adhere
to the path, manipulators of the hyper-redundant type
having a large number of degrees of freedom are best
suited for this approach. This is a global method—
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which ends up at trajectory planning—dealing mainly
with planar manipulators. Its applicability is therefore
limited.

In other methods coming from the idea of causing a
manipulator back movement whenever an obstacle is
approached, each obstacle is surrounded by a security
zone. Within it, the obstacle is perceived by the ma-
nipulator as generating a virtual force that increases
with the proximity. In one approach[31], the repul-
sive force is generated by a fictitious spring–damper
system via a force control loop external to the position
loop. This method is suitable mainly for end-effector
collision avoidance. In another approach introduced
by Khatib [18], the virtual torques applied on the
joints are produced by an artificial repulsive potential
field [18–20], which makes possible for the entire arm
to avoid even mobile obstacles. The repulsive forces
are derived from a Cartesian energy function and then
projected onto the joint space in order to obtain the
obstacle avoidance torque.

The collision avoidance problem can also be for-
mulated as a constrained optimization problem since
the minimum distance between links and obstacle
must become greater than a security margin. For that
purpose, global and local optimization methods are
available. Global methods minimize a cost function
(actuator energy or travel time) over the entire path,
subject to constraints like end-effector path tracking
or obstacle avoidance. They give once and for all
the successive configurations for the execution of the
task. Hence, they cannot consider a variable environ-
ment; they are not suitable for on-line applications.
With local methods, joint positions are successively
obtained as the robot moves along its path, taking into
account only local conditions. They are best suited
for mobile obstacle avoidance.

In this last approach, the collision avoidance prob-
lem can be treated effectively by solving on-line the
redundancy of the robot. Indeed, as invoked earlier,
increasing their number of joints can improve the
dexterity of robotic manipulators and extend their
reachable workspace. A kinematic redundancy leads
to an infinity of possible joint positions for the same
pose of the end-effector. This leads naturally to the
idea that such a robot can accomplish a primary task
with his end-effector and simultaneously optimize a
secondary criterion and/or satisfy certain constraints
with the supplementary degrees of freedom.

The redundancy solution of serial manipulators is
obtained by solving either theirInverse Kinematic
Model (IKM) or their Inverse Geometric Model (IGM)
depending on the kind of position control scheme
implemented. The two basic position control schemes
are joint space control and Cartesian space control
[36]. The latter uses the IKM, which can be done
in two ways: (i) by the generalized inverse Jacobian
[5,9,21,24,39], whose computation is very time con-
suming and whose repeatability is not always satisfied,
and (ii) by the reduced or extended Jacobian[4], where
problems of inevitability and kinematic/algorithmic
singularity may appear. Moreover, all inverse Jacobian
approaches are based on Cartesian position control,
while joint position control is the preferable method
for the sake of stability[27] owing to the absence of
transformations inside the position loop.

In joint space control, the IGM is used, the
constraints are then integrated into the model by
the augmented space approach[2,3,25]. This may
induce, however, algorithmic singularities due to the
conflict between path tracking (primary task) and
obstacle avoidance (secondary task). A remedy con-
sists of prioritizing the task[6], but this solution uses
the Jacobian pseudo-inverse which does not ensure
repeatability and is time consuming.

For all these reasons, we have already developed a
rather general method[28] allowing to invert the geo-
metric model of a robot in every arm configuration
and also to account for various types of optimization
criteria and/or constraints. This paper presents its
adaptation to the collision avoidance problem. Now,
the major difficulty is to express the anti-collision
constraints. In the literature, they are usually formu-
lated using Euclidean distance measures[13,15,35].
Collision avoidance constraints based on the mini-
mum Euclidean distance requires the knowledge of
the analytical expression of the distance, which is
very difficult to obtain for complex-shaped objects.
An alternative solution is the polyhedral approach
[32,35], which deals with those difficult obstacles
by surrounding them with complex polyhedrons. Not
only this reduces the available workspace but also
results in non-differentiable distance functions.

Finally, all existing minimum distance approaches,
including other algorithmic methods, are time con-
suming, therefore not suitable for real-time implemen-
tation. Hence, a simpler formulation of anti-collision
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constraints is proposed in this paper. The obstacle
is surrounded by a super-quadratic surface and the
robot proximity is evaluated by a pseudo-distance
which allows us to easily express the constraint. This
anti-collision constraint, together with other task-
or-robot related constraints are introduced in the ex-
tended objective function via penalty functions which
is then minimized to yield the inverse solution of the
IGM algorithm.

This paper is organized as follows. The iterative
algorithm we have already proposed for solving
the redundancy in the geometric model inversion
is first recalled inSection 2. Then, Section 3deals
with the collision avoidance issue as a constrained
optimization problem where in order to account for
the anti-collision constraints, an extended objective
function is formed using penalty functions. The new
concept of pseudo-distance is introduced inSection 4
to express in a simple manner the anti-collision con-
straints. The latter are adapted to avoid collision with
mobile obstacles inSection 5and simulation results
prove inSection 6the efficiency of the proposed ap-
proach to control on-line the global arm configuration.

2. On-line iterative solution of the inverse
geometric model

It has been long recognized that one way to improve
versatility of robotic manipulators is to increase their
number of joints leading to an infinity of possible
joint positions for the same pose of the end-effector,
that is, a kinematic redundancy, thereby offering the
capability to reconfigure the arm without affecting the
tool position. However, the main difficulty for their
end-effector position control is to obtain the inverse
model of the redundant serial manipulators either the
IGM in joint space or the IKM in Cartesian space
[36]. Implementing the controller in joint space is
preferable since the absence of transformations in the

Fig. 1. Joint space position control.

position loop offers many advantages such as an eas-
ier controller design independent on the task configu-
ration ensuring stability and a lower sampling period
leading to better reference matching and disturbance
rejection. In this control scheme (Fig. 1), the problem
lies in determining the desired joint position vector
qd for a given Cartesian positionxd on the path, that
is, to solve the IGM in selecting one particular arm
configuration over an infinity.

In order to solve the kinematic redundancy, it is
necessary to specify the evolution of the robot con-
figuration while the end-effector is moving on a pre-
scribed path, that is, to parameterize the self motion of
the manipulator corresponding to the movements of
the links that do not change the end-effector location.
Hence, the robot can accomplish a specified basic
task such as trajectory tracking and additional tasks
simultaneously. The manipulator control can there-
fore be viewed as a constrained optimization problem
where in order to ensure the end-effector position, one
looks for the joint trajectory minimizing the objective
functionϕ(q) subject to the path tracking constraint:

x = f (q), (1)

where f is the well-known geometric model of the
robot mechanical structure.

The objective functionϕ(q) is any general function
representing a measure of some kinematic character-
istic of the robot performance so that the redundant
degrees of freedom are exploited to meet additional
purposes: minimization of joint torques, maximization
of manipulability or dexterity measures, singularity or
mechanical limit avoidance, posture control, obstacle
avoidance, etc.[8,21,30,38,40].

2.1. Extended task space formulation

A solution to this constrained optimization prob-
lem is found using the Lagrangian approach. Given a
matrix N which spans the null space of the Jacobian



44 V. Perdereau et al. / Robotics and Autonomous Systems 41 (2002) 41–59

Fig. 2. IGM, the equivalent closed loop process.

matrix, the optimality condition becomes

NT ∂ϕ

∂q
= 0. (2)

Hence, Baillieul[1] introduces the projection of the
objective function gradient onto the null space in an
extended Cartesian space vector:

X =

 f (q)

NT ∂ϕ

∂q


 , (3)

and the optimality of the solution is ensured by defin-
ing an extended desired Cartesian position:

Xd =
[
xd

0

]
. (4)

Consequently, an extended forward kinematic model
relates the new task vectorX to the joint angle vector
q:

X = F(q) =

 f (q)

NT ∂ϕ

∂q


 , (5)

and the corresponding extended Jacobian matrix
Je = ∂F (q)/∂q is square.

Indeed, this kinematic representation is no longer
redundant: the dimensions of the augmented task space
and joint space are the same. However, the analyti-
cal expression of the inverse geometric model results
from a very complicated even impossible inversion
of a non-linear function of constraints that, moreover,
may change widely and rapidly during the trajectory.
It is therefore preferable to use an iterative method for
that purpose.

2.2. Iterative solution

Contrary to global optimal schemes, local approa-
ches do not consider the whole tool trajectory but

incrementally specify joint displacements at a
sequence of pointsXd(k) along the path, wherek is
the time index. Hence, for a given Cartesian position,
the proposed on-line inversion looks for a local joint
solutionqd in an iterative manner:

qc+1 = qc + η�qc, (6)

where�qc is the correction term at iterationc and
η is a reduction factor (0< η < 2). The extended
Cartesian error is defined by

εc = Xd − F(qc). (7)

We consider that the solution is found:

qd(k) = qc, (8)

when this error becomes lower than a predefined limit:

|εc| < εlim . (9)

The challenging problem of this algorithm is therefore
to minimize the extended Cartesian errorεc in a finite
number of iterations.

Several algorithms take the form of a closed loop
inverse kinematic scheme where the inverse kinematic
problem is reformulated in terms of the convergence
for an equivalent feedback system[6] as represented
in Fig. 2.

Each iteration c involves the computation of
a matrix Mc, the updated joint positionqc, the
extended geometric modelF(q) and the extended
error εc. The various local solutions in the litera-
ture [10,11,14,34,37]differ only by the choice of
the matrixM controlling the recurrent correction of
q, requiring the computation of either the extended
Jacobian transpose or the Jacobian pseudo-inverse,
but all incur problems of matrix positive definiteness
and time-consuming matrix inversion. To eliminate
these shortcomings, we have proposed a novel cor-
rection matrixM [28].
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2.3. The proposed algorithm

First, a positive definite Lyapunov function depend-
ing on the Cartesian position error is chosen:

Vc = 1
2ε

T
c εc, (10)

which ensures stability and rapid convergence of the
algorithm when its variation between two iterations is
adjusted as

�Vc = Vc+1 − Vc = −αVc, (11)

since it imposes an exponential decrease of the
Lyapunov functionVc (0 < α ≤ 1). In the follow-
ing, the parameterα is set to 1 in order to obtain the
algorithm convergence in one iteration:

Vc+1 = (1 − α)Vc = 0. (12)

Then

�Vc = εT
c �εc + 1

2�εT
c �εc = −1

2ε
T
c εc, (13)

which is equivalently written as

[εc + �εc]
T[εc + �εc] = 0, (14)

implying

�εc = −εc. (15)

Since

�εc = �(Xd − Xc) = −�Xc, (16)

and

�Xc = Je�qc, (17)

we obtain the following iterative correction term:

�qc = J−1
e εc. (18)

Here, the correction matrix is then simply the inverse
extended Jacobian matrix:

M = J−1
e . (19)

However, such a solution may lead to undesirable
joint velocities wheneverJe is singular. This happens
not only at joint configuration for which the Jacobian
matrix ∂f (q)/∂q is rank deficient, that is, at any sin-
gular configuration (kinematic singularities) but also
at some other configurations hardly predictable due

to the additional task requirements (algorithmic sin-
gularities)[30]. We have therefore developed another
version of this algorithm[29].

A first order approximation in (13) gives

εT
c �εc = −1

2ε
T
c εc, (20)

which leads immediately to

εT
c Je�qc = 1

2ε
T
c εc. (21)

Hence, the iterative correction term is now

�qc = 1
2(ε

T
c Je)

†εT
c εc, (22)

involving a pseudo-inversion of the vectorεT
c Je so that

the matrixM has the following simple expression:

Mc = (εT
c Je)

TεT
c

2
∥∥J T

e εc
∥∥2

. (23)

The solution requires a low number of iterations but
in any cases the number of iterations is bounded. The
maximum limit attained means that the algorithm is
not able to converge. However, this situation never
happens since the solution is to be found iteratively
from one configuration to another close one, after a
correct initialization.

Due to the first order approximation, the conver-
gence of the algorithm is inherently slower compared
to the solution derived in (18) this means that more
iterations are required to find the solution but the
computation of the matrixM is much simpler and
involves only few additions and multiplications so
that the global computing time between two points on
the trajectory is just a little bit higher. This algorithm
can still converge within a sampling period making
possible its on-line implementation.

The chosen correction matrix implies, on the other
hand, no inversion of the extended Jacobian matrix
Je so that neither kinematic nor algorithmic singular-
ities are introduced. Finally, the on-line IGM solution
using this version ofM appears to be a very efficient
solution due to its good stability, small response time
and simplicity of control tuning.

3. Collision avoidance: an optimization problem

The primary task of a robotic arm is to move its
end-effector on a desired trajectory but, thanks to a
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Fig. 3. The collision avoidance constraint.

redundant structure, the arm can simultaneously ac-
complish a secondary task. In the particular case of
obstacle avoidance as secondary task, virtual torques
produced by artificial potential fields can be applied
on the joints[18–20]. The obstacle avoidance con-
straint, together with other task—or robot—related
constraints, can also be accounted for in an objective
functionϕ(q) so that the collision avoidance problem
becomes a constrained optimization.

The primary task which is path tracking is formu-
lated as an equality constraint:

f (q) − xd = 0, (24)

expressing zero Cartesian error. Hence, solving the
redundancy is carried out by minimizing the objec-
tive functionϕ(q) characterizing the additional task,
subject to the previous equality constraint, provided
that the additional constraints are included into the
criterion.

Collision avoidance constraints are usually based
on the minimum Euclidean distancedm between a
robot link and the obstacle, requiring this distance to
be higher than a security marginds so that the robot
arm never enters the security zone surrounding the
obstacle (Fig. 3). The anti-collision constrainth(q) is
equivalently written in this case as

h(q) = −d2
m + d2

s ≤ 0. (25)

Hence, these constraints are expressed as inequality
constraints in the form

h(q) ≤ 0. (26)

3.1. Penalty function approach

Since a manipulator is made of several links and
there may be several obstacles in the environment, sev-
eral constraints must be introduced into the objective
function. For this purpose, one possible way, based on
a penalty function approach, is to define an augmented
objective function as

ϕe(q) = ϕ(q) +
l∑

i=1

αip(hi(q)), (27)

where l is the number of constraints andαi the ith
weighting coefficient.

Indeed, a penalty functionp(h(q)) aims to describe
how the task requirements are fulfilled, that is, this
function tends to a null effect when the constraint
h(q) is satisfied. There are several formulations of the
penalty functions applied to the constraints in order to
include them in the IGM solution.

• External penalty functions account for the constraint
only when this is violated:

p(h) > 0 if h(q) ≥ 0,
p(h) = 0 if h(q) = 0.

(28)

One possible external penalty function is

p(h(q)) = (h(q))2Γ (h), (29)

as illustrated inFig. 4, whereΓ (h) is the Heavi-
side function. In one hand, this function maximizes
the free space, but on the other impacts may occur
creating important torques and steady state errors.
Hence, this is the worst suited penalty function for
avoiding moving obstacles.

Fig. 4. The external penalty function.
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Fig. 5. The internal penalty function.

• Internal penalty functions, on the contrary, avoid
impacts and acts at all times in a repulsive field
manner:
p(h) > 0 if h(q) < 0,

p(h) → ∞ if h(q) → 0.
(30)

In general, this function is expressed as

p(h) = − 1

h(q)
, (31)

which behaves as represented inFig. 5. It smoothens
the joint torques but reduces the workspace.

• Limited internal penalty functions are the best suited
for obstacle avoidance. They limit the influence of
the constraint to a rangeh0 so as not to affect the
robot when the obstacle is far away:

p(h) =



1

2

(
1

h(q)
− 1

h0

)2

if h0 < h(q) < 0,

0 if h(q) ≤ h0.

(32)

This function is illustrated inFig. 6.

3.2. A new extended direct geometric model

The appropriate joint configuration vectorqd
avoiding collision is the inverse solution in the IGM
algorithm described in the previous section, when
minimizing now the augmented objective function
ϕe(q) instead of ϕ(q). The augmented geometric
model is then

X = F(q) =

 f (q)

NT ∂ϕe

∂q


 , (33)

Fig. 6. The limited internal penalty function.

but nothing else is changed in the iterative method.
This clearly shows the main advantage of a joint po-
sition control loop versus a Cartesian control loop:
no changes are introduced in the controller due to
the inclusion of the anti-collision constraints. Next
section is now devoted to describe constraints so that
they are differentiable and simple.

4. Anti-collision constraints: a
pseudo-distance approach

In the extended kinematic model (33), the aug-
mented objective function will be differentiated twice
with respect to the joint variables. Therefore, the con-
straints must be twice differentiable scalar functions
of the joint variables. Moreover, they must be simple
in order to allow an on-line implementation of the
algorithm.

It is intuitively clear that the minimum distance is
the Euclidean distance between the closest points, one
belonging to the arm and the other to the obstacle.
However, it is very difficult to express it in an analyt-
ical form. The minimum distance has to be evaluated
for each particular case since there is no general for-
mulation. Moreover, the Euclidean distance becomes
complicated for complex object shapes and is then
often itself the result of an optimization method so
that the solution is non-differentiable.

In fact, we do not need to compute the Euclidean
distance between the obstacle and a given point. The
aim is only to obtain an inequality constraint ensuring
that the point is not within the obstacle or its envelop
if this obstacle is complex. For all these reasons, a
new constraint formulation is proposed in this pa-
per where the obstacle shape is encompassed within
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an analytical surface function and the robot proxim-
ity evaluated by a pseudo-distance which allows to
express the constraint.

4.1. Pseudo-distance with respect to a point

We introduce here the concept of pseudo-distance
for evaluating the position of a point located on the
robot with respect to an object. The idea is to define
an analytical function describing the object surface
(or, alternatively, to envelop it in an hyper-surface of
known analytical expression) and then to check the
point position with respect to this envelope.

For that purpose, we have chosen to use super-
quadric surface functions. Indeed, the problem with
surface function is that beside differentiability and
simplicity, they must also describe closely the object
volume otherwise a reduction of the workspace will
result. In this sense, super-quadric surface functions
allow to approximate in a simple manner a large num-
ber of obstacles (seeAppendix Awhere few examples
are shown). Using the ellipse or the ellipsoid as basic
shapes, it is possible to approximate various shapes
like rectangles, parallelepipeds, cylinders and others
by simple adjustment of the powers in the function
expressions. Even more complex forms like trape-
zoids, pyramids and cones can be approximated by
replacing the semi-axesa, b, c of the ellipse/ellipsoid
with scalar functions ofx, y, z so that the analytical
expression of any obstacle is

S(x, y, z)=
(

x

f1(x, y, z)

)2n

+
(

y

f2(x, y, z)

)2m

+
(

z

f3(x, y, z)

)2p

. (34)

However, the closer the envelop is, the larger the
workspace is but the use of complex hyper-surfaces
obviously increases the computational load. These
functions have already been introduced in collision
avoidance methods[18,19] but were used in a rad-
ically different manner since they were contributing
to the determination of artificial potential fields. We
rather propose to use them for evaluating the proxim-
ity of an object to a robot arm.

To illustrate this idea, let us consider a solid whose
volume is closely described by a surface equation:

S(X) = 0. (35)

Fig. 7. The pseudo-distance.

At any point X0 in the Cartesian space (Fig. 7), the
surface function satisfies by definition the following
properties:

S(X0) < 0 if X0 is inside the solid,

S(X0) = 0 if X0 is on its surface,

S(X0) > 0 if X0 is anywhere else.
(36)

Hence,S(X0) is clearly related to the proximity of
the pointX0 to the object. Proximity is then evaluated
by applying the surface function at the desired point,
with no need to compute the Euclidean distance and
the result is apseudo-distance on which the colli-
sion constraint will act, expressed as monotonous and
increasing cost function of the distance.

Adapted to the collision avoidance problem, this
concept is now used to express the constraint. The
considered pointX0 is located on the robot link and
is supposed not to enter the object volume augmented
by a security marginds. This condition is equivalently
written as

h(q) = −S(X0) + d2
s ≤ 0. (37)

The remaining problem is to define the location of the
point X0 to be penalized on the robot link.

4.2. Pseudo-distance with respect to a link

A robot arm is made of several links. Reducing it
to its skeleton, each robot link can be approximated
by a straight line since the volume of the link is easily
taken into account in increasing the security margin
ds. To formulate the anti-collision constraintsh(q)
between this obstacle and one link of the robot arm,
it is necessary to evaluate the pointXm on the link,
closest to the obstacle. The search for the analytical
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expression of the closest point coordinates is the re-
sult of a one parameter optimization, which offers a
unique solution since the surface function is convex.

Indeed, the coordinates(x, y, z) of any Cartesian
point X belonging to the link [M1M2] are given in the
reference frame by the following expression:

�OX = �OM1 + λ �M1M2, (38)

whereλ is a constant coefficient (0≤ λ ≤ 1). In
order to simplify the following equations, distance
M1M2 will be notedU. The closest point of the robot
arm Xm whose coordinates are expressed with the
optimal parameterλm is obtained with the minimum
pseudo-distance.

As an example, let us consider an obstacle whose
shape can be modeled with an ellipsoid as represented
in Fig. 8. This case is rather general since such a
surface function can approximate a large number of
objects when adjusting the semi-axesa, b, c of the
ellipsoid. The surface is described in the base frame
by the following equation:

XTQX + BTX + C = 0, (39)

where matrixQ, vectorB and scalarC are constant.
As explained earlier, the pseudo-distance at any point
X0 in the Cartesian space is, in this case

S(X0) = XT
0 QX0 + BTX0 + C. (40)

Given the expression of one pointX on the robot link
(38), the pseudo-distance at this point becomes

V (λ)= (OM1 + λU)TQ(OM1 + λU)

+ BT(OM1 + λU) + C, (41)

Fig. 8. Pseudo-distance between a link and an obstacle with
ellipsoidal shape.

equivalently written in the form

V (λ) = λ2UTQU + λUT∇1 + V1, (42)

with

V1 = OM1QOM1 + BOM1 + C,

∇1 = 2QOM1 + B.

The minimum pseudo-distance:

d(V (λ))

dλ
= 0 = 2UTQUλ + UT∇1, (43)

leads to the optimal parameter:

λm = −1

2

UT∇1

UTQU
. (44)

If λm < 0 thenλm is set to 0 so thatXm is located at
M1, whereas ifλm > 1 thenλm is set to 1 so thatXm
is located atM2.

Now, replacingXm in the pseudo-distanceS(X)
gives a unique anti-collision constraint:

h(q) = −XT
mQXm − BTXm − C + d2

s ≤ 0. (45)

One should notice here that this optimization process
is very simple since only one parameter concerning
the robot link is unknown, the obstacle being com-
pletely determined by its surface equation while, on
the contrary, the evaluation of the minimum Euclidean
distance requires, in the case of a super-quadric sur-
face function, the resolution of a fourth-order equation
which is quite impossible to derive in an analytical
form.

4.3. Set of chosen points

When the object surface equation does not lead to
an easy solution, an alternative approach is the arbi-
trary choice of several points uniformly distributed on
the arm link as shown inFig. 9. Then, there is no
need to find the minimum distance. The anti-collision
constraint is rather expressed as a set of constraints
depending on the various pseudo-distances defined at
each chosen points:

h(q) =




−S(XA) + d2
s ≤ 0,

−S(XB) + d2
s ≤ 0,

−S(XC) + d2
s ≤ 0.

(46)
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Fig. 9. Pseudo-distances at chosen points.

These constraints, as many as necessary, are all in-
cluded in the augmented objective function via penalty
functions. However, their number is a result of a com-
promise. If it is large, the computational load may
be too heavy whereas conversely a collision might
occur.

5. Mobile obstacle avoidance

When the robot arm is moving in a cluttered envi-
ronment, its structure may unpredictably encounter an
obstacle, itself either fixed or mobile. Hence, a vision
system is often associated to an obstacle avoidance
algorithm to detect the presence of the external body
in the close area of the robot arm and to determinate
its location and shape. Here, the vision system is not
required to precisely supply every fine detail on the
object surface but rather to give a rough description
of the object shape in order to encompass it with a
well-known super-quadric surface functionS(X). The
vision system, however, helps to adjust the coeffi-

Fig. 10. The position control loop with obstacle avoidance.

cients involved inS(X) and to define the rotation and
translation matrices necessary to describe the object
in the reference frame since super-quadric functions
are more naturally defined with respect to a frame
linked to their principal axes. This first step is not
part of the chosen collision avoidance algorithm but
the performance of the latter is clearly linked to the
ability of the vision system to operate on-line. When
the object moves, the transformations involved must
be updated each sampling time.

Next, anti-collision constraints are formulated us-
ing pseudo-distances to include them via penalty func-
tions into an extended objective function as explained
in the previous section and the collision avoidance is
ensured by the appropriate choice of an arm config-
uration owing to the resolution of the redundancy in
the inverse geometric model as illustrated inFig. 10.

The pseudo-distance yields a very simple expres-
sion of the anti-collision constrainth(q). Given the
shape of the obstacle to be avoided, that is, given the
super-quadric surface function surrounding it, it is very
easy to compute in an analytical form the derivatives
of h(q) in order to determine the expression of the
extended objective functionϕe(q). This is a great ad-
vantage for the on-line implementation of the collision
avoidance algorithm. Indeed, when the arm moves,
only the new coordinates of the considered pointX on
the link are to be updated in the objective function.
Moreover, when the obstacle is moving too, only few
parameters are changed: the coefficients of the trans-
form matrices to account in the super-quadric function
for the new position and orientation of the object in
space. Hence, such a formulation is a major contribu-
tion to the collision avoidance problem for both fixed
and mobile obstacles.
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Having completely described this new method for
on-line solving the IGM of redundant robots in the
presence of fixed or mobile obstacles, next section is
devoted to test its performance during the execution
of various tasks.

6. Simulation results

Our aim is not only to prove the fixed and mobile
obstacle avoidance capability of the proposed method
in path tracking but also to show its performance in
terms of cycle time and cyclicity and evaluate the con-
tribution of its backgrounds like penalty functions and
pseudo-distance.

The simulations have been performed on a planar
4 degree of freedom robot with position control for
path tracking. This robot is described inAppendix B,
together with its parameters and direct models.

The position controller is implemented in joint
space as justified earlier and represented inFig. 10.
The constraints are accounted for in the IGM by in-
troducing them via penalty functions and weighting
factors into the augmented cost function (25).

The proposed approach is a rather general method
which can be applied to any objective function.
Among the usual optimization criteria (minimizing
energy, optimum manipulability, etc.) the minimum
joint displacement between two configurations:

ϕ(q) = 1

2

n∑
i=1

µi(qi(k) − qi(k − 1)), (47)

where i designates one particular link of then-links
robot structure (heren = 4), µi a weighting co-
efficient and k is the current iteration, appears as
the most adequate for on-line control in a variable
environment, since it:

• can be adapted to any non-singular initial configu-
ration,

• avoids sudden changes of arm configuration,
• allows to reduce joint torques by appropriate

weighting of joints closer to the robot base.

During the estimation of the joint vectorq for a
specified Cartesian position, the algorithm stops when
the Cartesian errorε < εlim (εlim = 10−3, 10−6)
or when the maximum number of iterationsNmax is
attained (Nmax = 50).

6.1. The penalty function

This section discusses the influence of various
penalty functions on the collision avoidance. The task
of the considered robot is to track a linear trajectory
with a trapezoidal velocity profile in the presence
of a circular obstacle (radiusr0 = 0.4 m), its center
being located atP0 = (1,1.4)T. The object shape is
chosen very simple so that it is easier to define the
Euclidean distance between links and obstacle. This
leads to only four constraints (one per link) and al-
lows us to study the penalty functions independently
on the approximation effect of the pseudo-distance.
In order to avoid collision, the minimum distancedm
between one link and the object must remain less than
a prescribed distancedp:

dm < dp, (48)

wheredp = rb + ro + ds, rb and ro being the radius
of the link and the object, respectively, andds the
security margin. The minimum distancedm is the gap
between the closest pointsMm andNm on the link and
the obstacle, respectively, as represented inFig. 11:

dm =
∥∥∥ �MmNm

∥∥∥ . (49)

Hence,dm is the solution of the norm minimization:

d2 = (MN)T(MN), (50)

where the location of the pointM depends on an

Fig. 11. The Euclidean distance with a circular obstacle.
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unknown parameter as follows

�OM = �OA + λ �AB, (51)

whereas the obstacle is fixed so thatN = N0. M1 and
M2 are the extremities of the considered link.Eq. (48)
is now equivalently written as

d2 = (AN0)
T (AN0) − 2λ(AN0)

T AB + λ2AB
T

AB,

(52)

and the optimal parameter is easily found as

λm = (AN0)
T AB

AB
T

AB
. (53)

If λm < 0 or λm > 1 thenXm is located at an link
extremity,M1 or M2, respectively.

The minimum distance:

dm = d(λm) (54)

is introduced in the anti-collision constraint:

h(q) = −d2
m + d2

p < 0. (55)

To adapt it to another link, one only needs to change
the locations of the link extremitiesM1 andM2.

The weighting factors in the augmented cost func-
tion are adjusted off-line on a chosen set of trajecto-
ries. In fact, they must appropriately balance the effect
of the anti-collision constraints and the criterion,
avoiding that the formers become predominant since
they describe a secondary task. These coefficients are
chosen equal for all links so that they give them the
same role (α = 100 for the external penalty function
andα = 0.006 for the internal penalty function).

As expected, with external penalization, the
workspace is maximized (Fig. 12) but the sudden ob-
stacle avoidance when one link passes over the bound
causes peak joint torques (Fig. 13) which may satu-
rate the motors and perturb the control. The opposite
occurs withinternal penalization which reduces the
workspace (Fig. 14) but results in lower torques far
from the obstacle, increasing as the distance from the
obstacle decreases (Fig. 15).

The best is to use thelimited internal penalization:
by bounding the obstacle zone of influence, the links
located far from the obstacle moves freely, which in-
creases the workspace (Fig. 16) and avoids the torque
increase close to the obstacle (Fig. 17).

Fig. 12. Successive configurations obtained with external penal-
ization.

Fig. 13. Closest link joint torque with external penalization.

Fig. 14. Successive configurations obtained with internal penali-
zation.
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Fig. 15. Closest link joint torque with internal penalization.

Fig. 16. Successive configurations obtained with limited internal
penalization.

Irrespective of the penalization, the robot avoids
smoothly the obstacle without much influence on
the end-effector. This advantage is in fact implicit in
the proposed method since it looks for the optimal
configuration in the robot null-space containing joint
motions that cause no end-effector motions. How-

Fig. 17. Closest link joint torque with limited internal penalization.

ever, the Euclidean distance used in the simulations
becomes complicated for complex object shapes.
Two examples using the proposed pseudo-distance
approach are now presented.

6.2. The pseudo-distance

6.2.1. Example 1
The first example repeats the previous internal

penalty example using the pseudo-distance. For this
particular case of a circular obstacle, the closest point
on the robot link is easily determined by introduc-
ing the optimal parameter (53) into (52). Only four
constraints are then required to ensure the collision
avoidance of the entire arm.

Each anti-collision constraint is written from the
surface function:

S(X) = XTX − r2
0, (56)

as follows:

h(q)= −[OMm − ON0]T[OMm − ON0] + r2
0 + d2

s

< 0, (57)

wherer0 is the radius andN0 the center of the obstacle.
With a weighting factorα = 2× 10−4, the pseudo-

distance approach leads to similar results compared
to the previous ones obtained with the Euclidean
distance, which confirms the validity of the method
(Fig. 18).

Fig. 18. Successive configurations obtained with internal penaliza-
tion using pseudo-distance.
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Fig. 19. Configurations for avoiding a rectangle obstacle.

6.2.2. Example 2
The second example deals with a rectangular obsta-

cle so that the pointXm on each link cannot be eas-
ily determined as a result of an optimization problem
but is arbitrarily chosen from three equidistant points.
The number of constraints is now increased to seven

Fig. 20. Cyclic trajectory tracking.

Fig. 21. Cyclic trajectory tracking together with obstacle avoidance.

Fig. 22. Number of iterations at each point on the trajectory.

Fig. 23. Number of iterations at each point on the trajectory with
obstacle avoidance.
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Fig. 24. Mobile obstacle avoidance.

as shown inFig. 19: three are written at the joints “·”,
three at the middle of each link “+” and the last one
at the end-effector. For a rectangular obstacle which
length and width are 2a = 0.92 m and 2b = 0.4 m,
respectively, each anti-collision constraint is given by

hi(q) = −
(
xi(q)

a

)8

−
(
yi(q)

b

)8

+ 1 < 0, (58)

Fig. 25. Mobile obstacle avoidance together with trajectory tracking.

where (xi, yi) are the coordinates of the considered
point. The weighting coefficient for the limited in-
ternal penalization is adjusted at 4.8 × 10−4 and the
security margin is equal to 0.2 m. The solution is eas-
ily reached (Fig. 19), showing the efficiency of the
pseudo-distance approach based on obstacle modeling
using surface function.

6.3. Algorithm properties

The following simulations aim to evaluate the
number of iterations and the computing time required
by the proposed method with and without obstacles.
At the same time, the repeatability property is also
verified, the end-effector tracking a circular cyclic
trajectory at a 0.8 m/s velocity. The results prove
that repeatability is preserved in both cases (Figs. 20
and 21, respectively) with a low number of iterations
(Figs. 22 and 23) slightly higher in the presence of
an obstacle. The computing time is about 0.15 ms
between two points on the trajectory.

6.4. Mobile obstacle avoidance

The capability of the proposed approach to help the
arm to avoid mobile obstacles is now demonstrated.
First, the robot with its end-effector kept fixed reacts
to a translating and rotating rectangle, showing that
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Fig. 26. End-effector position errors during the trajectory.

the algorithm succeeds to modify the robot configura-
tion as the obstacle approaches (Fig. 24). The steady
state error of the end-effector position remains lower
than 10−4 m. Next, the robot is required to track a
linear path in the presence of the same moving obsta-
cle, which is also achieved with small errors (Figs. 25
and 26).

7. Conclusion

This paper has presented an efficient algorithm
for the obstacle avoidance of a manipulator mov-
ing in variable environment. The collision avoidance
problem is treated efficiently by solving on-line the
kinematic redundancy of the arm owing to an iter-
ative solution of the inverse geometric model. This
algorithm makes possible for several constraints, that
is for several obstacles, to be simultaneously taken
into account via penalty functions. Each obstacle
is encompassed with a super-quadric surface whose
analytical expression is well-known so that, instead
of determining a minimum Euclidean distance, an
original concept of pseudo-distance is introduced
leading to a formulation of the anti-collision con-
straints which is not only simple but also easily up-
dated to account on-line for the arm and/or obstacles
motion.

Appendix A. Super-quadric surface functions

S(x, y, z) =
(x
a

)2 +
(y
b

)2 +
(z
c

)2 − 1.

S(x, y, z) =
(x
a

)2n +
(y
b

)2n +
(z
c

)2n − 1.

S(x, y, z) =
(x
r

)2 +
(y
r

)2 +
( z

h

)2n − 1.

S(x, y, z) =
(x
a

)2l +
(y
b

)2m +
(z
c

)2n − 1.
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S(x, y, z)=
(x
a

)2n +
(

y

mx + d

)2n

+
(z
c

)2n − 1.

S(x, y, z)=
(

x

m1z + d1

)2n

+
(

y

m2z + d2

)2n

+
(z
c

)2n − 1.

S(x, y, z) �→(
x

mz + d

)2

+
(

y

mz + d

)2

+
(z
c

)2n − 1 = 0.

Appendix B. Planar four degree of freedom robot

(1) Geometric model

[
x

y

]
=




l1 cos(q1) + l2 cos(q1 + q2)

+ l3 cos(q1 + q2 + q3)

+ l4 cos(q1 + q2 + q3 + q4)

l1 sin(q1) + l2 sin(q1 + q2)

+ l3 sin(q1 + q2 + q3)

+ l4 sin(q1 + q2 + q3 + q4)



.

(2) Kinematic model

[
ẋ

ẏ

]
=

[
J11 J12 J13 J14

J21 J22 J23 J24

] 

q̇1

q̇2

q̇3

q̇4


 ,

with

J11 = − l1 sin(q1) − l2 sin(q1 + q2)

− l3 sin(q1 + q2 + q3)

− l4 sin(q1 + q2 + q3 + q4),

J12 = − l2 sin(q1 + q2) − l3 sin(q1 + q2 + q3)

− l4 sin(q1 + q2 + q3 + q4),

J13 = − l3 sin(q1 + q2 + q3)

− l4 sin(q1 + q2 + q3 + q4),

J14 = − l4 sin(q1 + q2 + q3 + q4),

J21 = l1 cos(q1) + l2 cos(q1 + q2)

+ l3 cos(q1 + q2 + q3)

+ l4 cos(q1 + q2 + q3 + q4),

J22 = l2 cos(q1 + q2) + l3 cos(q1 + q2 + q3)

+ l4 cos(q1 + q2 + q3 + q4),

J23 = l3 cos(q1 + q2 + q3)

+ l4 cos(q1 + q2 + q3 + q4),

J24 = l4 cos(q1 + q2 + q3 + q4).

(3) Null space matrix

NT =
[
N11 N12 N13 N14

N21 N22 N23 N24

]
,
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with

N11 = − l2l3 sin(q3) − l2l4 sin(q3 + q4),

N12 = l1l3 sin(q2 + q3) + l2l3 sin(q3)

+ l1l4 sin(q2 + q3 + q4)

+ l2l4 sin(q3 + q4),

N13 = − l1l2 sin(q2) − l2l3 sin(q2 + q3)

− l1l4 sin(q2 + q3 + q4),

N14 = 0,

N21 = − l2l4 sin(q3 + q4) − l3l4 sin(q4),

N22 = l1l4 sin(q2 + q3 + q4) + l2l4 sin(q3 + q4)

+ l3l4 sin(q4),

N23 = 0,

N24 = − l1l2 sin(q2) − l1l3 sin(q2 + q3)

− l1l4 sin(q2 + q3 + q4).
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