



Exercises for learning
1. Suppose there are three possibilities for the outcome of an event. If one does not have priori understanding of the event, one will assign equal probability of each outcome. What is the uncertainty of the event? After learning, we know the probability distribution of three outcomes is {0.7, 0.1, 0.2}. What is the uncertainty of the event? Explain why people often have stereotypes about particular events or people.  
2. Suppose there are 10 events. If we study them separately, the information cost will be 
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If we classify the events into two groups, the information cost will be 
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Here pi, qi are probability measures. Assume each pi, qi are equal. What are the information costs of study each event separately and classify them into two groups. Explain why people tend to lump things together instead of study them individually. 
3. Suppose a technology will have 85% chance of bringing high profit and 15% chance of losing money. The uncertainties in estimation of the future profit by experts and outsiders are 
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respectively.  Calculate the above formulas and explain why experts who understand the technology make much better estimation.

Suppose now a new technology emerges that make the existing technology have 15% chance of bringing high profit and 85% chance of losing money. The experts on the current dominant technology still make the estimation on the same assumption. In this situation, the uncertainties in estimation of the future profit by experts and outsiders are 
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respectively. Calculate the above formulas and explain why expertise and prestige may hinder understanding in a new and totally different environment. 

4. Suppose a random variable has 8 discrete states {1, 2, 3, 4, 5, 6, 7, 8} with probability (1/2, 1/4, 1/8/, 1/16, 1/32, 1/64, 1/128, 1/128). Calculate the entropy of this probability distribution. What is the average length of the most efficient coding per event? If the probability distribution of this random variable changes to (1/128, 1/128, 1/64, 1/32, 1/16, 1/8, 1/4, ½), calculate the new coding length. What is the ratio of new coding length to the old coding length? Compare with the example we discussed in the paper on a random variable with 4 discreet states, what we can conclude? Explain when we study more complex systems with more possible outcomes, the structure of knowledge becomes more important. 
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